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Abstract 

There are already published several independent lists or dosie (?) On the risks of global terminal catastrophe, which could lead to complete extermination of humanity (Bostrom, Leslie). In this paper I tried to make most complete and comprehend analysis of the such risks. But the main goal of the paper is to study relationship between different global risks and to learn how much these relations increase the probability of the terminal human extinction. In order to do it I made structural analysis of global risks and investigated their temporal, casual and spatial mutual influence as well as their connection with technological development and the rate of creating of the new risks. I show that separate non terminal dangers could in some special circumference nonlinearly interfere and become terminal for humanity. I discuss types of situations there such interference is possible. I distinguish a separate category of 'system risk' which typically is not discussed in the connection with existent risks, but plays main role in all types of catastrophes in complex systems. I critically discuss all types of known methods of prevention. After all I make a conclusion that complex interrelations between different types of risks severely reduce our chances to survive in the XXI century, and thus demand not only huge material efforts to stop them, but much higher and deeper level of understanding. 

Summary. 

It has been several independent and thorough attempt to draw up a list of files or to different risks that can lead to the complete and irreversible extinction of mankind (Bostrom, Leslie). In this paper an attempt is made to hold the most complete, thorough and accurate analysis of such risks. However, the main objective of the work-to explore the interaction of various global risks between ourselves and figure out how this interaction increases the chances of irreversible global catastrophe. To do this, a structural analysis of global risks and explores parallel and consistent interaction of various risks, as well as their influence on the development of technologies and the emergence in connection with the new risks. It shows that individual risk, not lead to human extinction in themselves, may, with some sequential or joint use, this lead to a negative result. Of course, considered the situation in which such a pathological self becomes possible risks. Commit a separate category of "systemic risk", which is usually not considered in the context of a global disaster, while playing a leading role in most disasters complex systems. Reviewed and critically analyze all the classic ways of confronting global risks (world government, bunkers, exploration of space, billboards and control system). As a result, concludes that the complex interaction of risk significantly worsens the chances of survival of mankind in the XXI century, and therefore requires more than just investment, but much more careful consideration and understanding for its prevention. 

Terms 

In this work a number of common terms used in the following (details of each term will be explained in the text): 

Universal AI Artificial Intelligence, and is capable of learning any intellectual activity, accessible to humans 

Global disaster-an event in which all people on earth irreversibly extinct. 

Post-apokaliptic world-Earth after it occurred on a very large disaster, but a number of people survived. 

The doomsday device , the weapons ship day-any device, substance or method, designed specifically for a final and irreversible destruction of mankind. 

The agent-a substance virus, bacterium or any other factor propagates exposure causes death. 

Singularity-a point in time in the region in 2030, when some predictive curves go to infinity. Using extremely rapid growth in technological advances, especially computers, bio and nano technology, brain research and II systems and involves a qualitative change in mankind. The term was put into use Vernorom Vindzhem in in 1993. 

Moore's Law, originally belongs to doubling the number of transistors on microprocessors every two years. I am talking about Moore's Law, in the broad sense, as any technological progress, where a substantial period of the option doubled to order several years. 

Introduction. 

This text is addressed in any future and existing organizations that would prevent global catastrophe or by the nature of their activities to face with them, including the various governments, research institutions, security services, military and non-governmental funds, their managers and staff, as well as futurists, young scientists and all those interested in the future of humanity. The purpose of this text is to describe the final space on the global catastrophe. Under the definitive global catastrophe, I mean the event, which, according to the definition of Nick Bostrom, "exterminated mind- life on Earth or irreversibly harm its potential." The complete extinction of all human beings is the most likely form of such events, and more on the text by the words "global catastrophe" will be in mind this event. 

"Space-term opportunities", ascending to the book "Fantastic" futurology and Stanislaw Lem. He contrast to the submissions of individual scenarios and possibilities. Lem following results compare to clarify the term: although the number of possible chess parties indefinitely, the very description of the rules of the game and basic principles of the strategy is the final volume and undestandable. As an example, he cited the Cold War space capabilities, which were put to the emergence of a certain technology, and within which unfolded any confrontation scenarios: Caribbean crisis, the arms race, etc. Description scenarios virtually useless because, although each can be very intriguing, the likelihood of its implementation is very small. The more specific details in the scenario, the less likely it - although visibility likelihood of this increase. However, the analysis of individual scenarios cut space gives us opportunities, and therefore useful. 

One of the most important ways to achieve security is accounting for all possible scenarios, according to their likelihood, the construction of "failtures" tree. For example, aviation security is achieved in particular by the fact that all kinds of disaster scenarios, up to a certain, just-calculated risk taken into account. Description space on the global catastrophe it is intended to prevent. Therefore, it should focus on those key points, which will allow management to manage the risk of an increasing number of potential catastrophic scenarios. In addition, it must provide the information to understand and easy-to-use suitable for practical use, and it is desirable that this information would be adapted for those targeting consumers who will direct the prevention of global risks. However, the task of determining those consumers itself is not easy. 

This article is based on my previous article "Mistakes in discussions on global risks…". I recommend reading an article about errors in the beginning, as well as classic and Yudkovsky and Bostrom articles on the topic. 

Please note that reading one moment may seem obvious to you, other interesting, and still blatant stupidity. Pay attention to how your reactions will be different from the reaction of other, less educated than you, the people. This disparity estimates are, in fact, a measure of uncertainty that we know and can know the future. 

All the information comes from public sources available on the Internet. 

the interval: XXI century. 

This article examines the existence of humanity risks that may arise and marketed during the XXI century. For this border uncertainty is so great that we can not predict anything either, nor prevented. Indeed, perhaps even the boundary in year 2100 is too far away (see further on the forecast peak curves in the region in 2030). However, several scenarios have implications that may affect after XXI century, and in this case we are discussing them. However, this boundary allows us not viewed as a remote risk survival space events, like turning red giant in the Sun. This boundary is derived not by accident. It was 100 years are typical for a period of global catastrophes rather than 1 year, not 10 years, and not 1000. 

In other words, I believe that any combination of the following scenarios of a global catastrophe may be realized in the next few decades. However, as I understand it, that my estimate contains fatal mistake, I am expanding it to 100 years. (The difference between in 2107-100 years from now - and in 2101, the end of XXI century, we will not take into consideration other than specified cases.) 


But my estimate, and may contain an error in the side, which means that we do not have either a hundred years or 23, only a few years until the global reach its maximum likelihood. (Because year likelihood of a global catastrophe grows, and since both can not go on forever, the probability density has a hump, which means the time at which the maximum probability of this catastrophe on whether it would in a few years from now, 23 years or 100 years and are talking. more this will be discussed in the chapter "thesis reaching steady state.") Of course, there is a likelihood that it will happen tomorrow, but I see it as a minor. 

In fact, speaking of the XXI century as a whole, I might make false sense of calm, as there is a class of sources of global risks that are likely to arise increase significantly in the next 10-20 years. This is especially dangerous for biotechnology applications (see in the next chapter). In other words, global catastrophe does not belong to a kind of abstract to our descendants. I am admitting that for the average person now living chance of dying from a global catastrophe is higher than the probability of natural death. 

Methodology. 

In early must look at how we tend to think of global risks, and how we should think that the likelihood minimalize ultimate disaster. The way people normally think about global risks are best characterized by those bugs, they tend to perform in these discussions. See article Yudkovski "Systematic errors in the discussions, potentially affecting the global risk assessment’. 

http://www.proza.ru/texts/2007/03/08-62.html The same question I am exploring in detail here: "On the possible causes of underestimating risks destruction of human civilization" http://www.proza.ru/texts / 2007/06/08-21. html Clearly, we must strive to avoid committing these mistakes or, at least, recognize that we are exposed to, even when aware of their potential. This means that the reader should be treated critically anything that I wrote, but even more to his conclusions, which he would make on the basis of the text. 

A positive part suggested method is to build a space of possible future. It includes building a dossier on the principal sources of risk and define ways of interaction between them. In addition to space opportunities will be explored through outlet, which will serve some speculative scenarios. The idea is to streamline the infinite number of possible scenarios in some intelligible whole in terms of how to prevent global risks. However, in this study did not propose any way to universal salvation of mankind. 

The problems of numerical calculations of probabilities of different scenarios. 

To begin with a quote from the story "On the impossibility of predicting" C. Lema: 

"Here, the author proclaims the futility of foreseeing the future, based on probabilistic estimates. He wants to show that history is ignored the facts quite unimaginable in terms of the theory of probability. Professor Kouska Postpones imaginary futurolist in early XX century, with all his knowledge of the era, to ask him some questions. For example: "Do you think likely that it will soon open the silver, a metal similar to lead, which could destroy life on Earth if the two hemisphere from the metal move towards each other to get the ball size of a large orange? Do you Does it possible that won an old wagon, which Mr. Bentz put engine capacity of one and a half horse, so soon multiply that of asphyxiating fumes and exhaust gases in the big cities day and night, in turn, and this park car out will be so hard that the enormous problems of mega-cities will be harder than this? Does Are you likely that thanks to the principle of fireworks and kicks people will soon be able to roam the Moon, and their walks in the same minute will see in hundreds of millions of homes on Earth? Do you Does it possible that soon there will be artificial celestial bodies fitted with devices that allow space to monitor anyone in the field or on the street? Is it possible, build a machine that will be better for you to play chess, composing music, translating from one language to another, and perform calculations for some minutes, which for all their life is not fulfilled in the light of all the accountants and accountants ? Do you Does it possible that in the center of Europe will soon emerge huge factory, which will burn people alive furnace, with the number of accidents exceed the millions? "Clearly, Professor Kouska said that in 1900, only admitted to gear all these events even though boiled likely . But they all happenrd. But if solid un possibilities occurred, how it is the cardinal articles suddenly improved and now will begin fulfilling only what seems to us likely conceivable and possible? Forecast the future as you want, it is drawn to futurolist, not only build their predictions on the likelihood of the greatest ... "(http://lib.meta.ua/book/9670/)

The proposed global picture of the risks and their interaction with each other is of course a desire to compute the exact probability of different scenarios. It is also clear that while we face significant challenges. This is the principled insufficient information in our models, as well as the chaotic nature of the system. On the other hand, there are no estimates of the value of building fall. In doing so, obtaining certain numerical evaluations in itself is meaningless, too, if we do not know how we apply them. For example, we find out that the likelihood of dangerous unfriendly II is 14 per cent in the next 10 years. How can we use this information? Or, if it does happen disaster with a history background in 0.1 per cent probability, so we still have no check. 

I assume that the evaluation of the likelihood needed for decision-making on how issues worth attention and resources, and what can be neglected. But the price of prevention of different types of classes, some problems prevented relatively easily, while others virtually impossible. Therefore, to calculate the probabilities, we will use bayesovoy logic and the theory of the decision in the face of uncertainty. The resulting number will result in no real likelihood (in the sense of statistical distributions of various global risks for a variety of possible future planet), which are unknown to us, and our best estimates of the subjective probabilities. 

Further, such a calculation must take into account the different temporal sequence risks. For example, if the risk is the likelihood of A in 50 percent in the first half of XXI century, and the risk of B-50 per cent in the second half of XXI century, the actual chances of death from our risk-B only 25 percent because half of the cases before him, we do not survive. 

Finally, for different risks, we want to get year probability density. Let me remind you that this formula should be applied continuous percent rise, as in the case of radioactive decay. (For example, the yearly risk of 0.7 per cent will provide 50 percent of extinction in 100 years, 75 for the 200 and 99.9 for 1000 years.) This means that any risk posed by a certain interval at the time, you can "Normalize to half" , that is the time at which it would mean 50 per cent probability of extinction of civilization. 

In other words, the probability of extinction over the period of time [0; T] is: 

P (T) = 1 - 2 ** (-T/T0) 

Where T0-half-time. Then year likely will be P (1) = 1 - 2 ** (-1/T0) 

The following table shows the relationship of these parameters. 

The period for which a global catastrophe happens, with a probability of 50%: The probability of this event in the coming year,% probability of extinction in 100 years (that is, to 2107 grams). Roughly an equal chance of extinction in the XXI century, relevant% chance of survival for 100 years: the guaranteed period with a probability of extinction 

99.9%; years: 

10 000 0.0069% 0.7% 99.3% 100 000 

1 600 0.0433% 6% 94% 16 000 

400 0,173% 

12.5% 87.5% 4 000 

200 0,346% 25% 75% 2 000 

100 0,691% 50% 50% 1 000 

50 1375% 75% 1 to 4 500 

25 2735% 93.75% 1 k16 250 

12.5 5394% 99.6% 1 to 256 125 

6 10910% 99.9984% 1 to 16536 60 

Pay attention to the bottom of the table, where even the very large decline in the chances of survival for all the XXI century is not significantly alter the "half", which remains at about 10 years. This means that even if the chances to survive XXI century is very small, we still have almost exactly a few more years before the end of the world "." On the other hand, if we are to survive the XXI century certainly, we need to bring year probability of extinction almost to zero. 

In my article "On the possible causes of global risk underestimating" I present a list of more than 120 possible logical errors, which in one way or another can change the assessment of risks. Even if the contribution of each error is no more than one percent, the result can be flawed in times. When people are making something the first time, they tend to underestimate risk project 40-100 times that in the case of Chernobyl and the Challenger. E. Yudkovski in its fundamental article "Systematic errors in reasoning influencing global risk assessment of" leading expert analysis of the reliability of statements about various values, which they could not calculate exactly, and what confidence intervals for 50 per cent they give to these values. The results of these experiments frustrated (let me great quote): 

"Let's say I ask you to make the best possible presumption about the unknown numbers, such as the number of" Physicians and Surgeons "in the yellow pages Boston telephone book, or the total output of eggs in the United States in millions of pieces. You give some value in response, which certainly would not be totally accurate; true value will be greater than or less than you suggested. Then I will ask you to call the bottom of the target, such that you feel at 99%, which is above the true value of that border, and the upper limit, in relation to which you at the 99% confidence that the desired value is below it. These two form the boundaries your confidence interval 98% (confidence interval). If you are well calibrated (well-calibrated), the 100 such matters, you will be only about 2 fallout of the boundary interval. 

Alpert and Raiffa (1982) raised the subject 1000 issue of a well-known topics such as the above. It turned out that 426 genuine values lying outside the 98% confidence intervals, the data subject. If the test were correctly configured, it would be only 20 surprises. In other words, events, which test attributed likelihood 2%, occurred in 42.6%. 

Another group of 35 test was poproshena evaluate 99.9% upper and lower limits of confidence. They have been proven wrong in 40% of cases. The other 35 subjects were interviewed on the maximum and minimum values of a certain parameter and wrong in 47% of cases. Finally, the fourth group of 35 subjects was to give "incredibly small" and "incredibly high" value of the parameter, but wrong in 38% of cases. 

The second pilot test a new group has been granted the first set of questions, along with responses, rating assessments, with a story about the results of experiments and explain the concept of sizing, and then asked them to give 98% confidence intervals for the new cluster. Previous trained actors wrong in 19% of cases, that is a result of the significant improvement in 34% to training, but is still very far from the peppers well result in 2%. 

Such levels of errors were found and the experts. Hynes and Vanmarke (1976) interviewed seven world-renowned geotehnikov for dam height, which would cause the destruction of the foundations of clay rocks, and asked to assess the interval 50% confidence around this assessment. It turned out that neither one of the intervals not include the correct height. Christensen-Szalanski and Bushyhead (1981) interviewed a group of doctors to the probability of pneumonia in 1531 patients with a cough. In most accurately specified confidence interval with a claimed accuracy of 88%, the proportion of patients who actually had pneumonia, was less than 20%. 

Lichtenstein (1982) reviews 14 studies on the basis of 34 experiments performed 23 researchers studying particular assessing the reliability of conclusions own people. Of these, followed powerful conclusion that people always sverhuvereny. In current research on sverhuverennost already ignore, but it continues to manifest itself in the process in almost every experiment where subjects are allowed to assess the maximum likelihood. 

Sverhuverennost greatly manifested in the planning, where it is known as the fallacy of planning. Buehler (1994) has asked students to predict the important parameter-time delivery of their students. The researchers waited, when students approached the end of their one-year project, and then asked them a realistic assessment of where they are doing their work as well as when they are doing their work, "if everything goes bad, as soon as may be". On average, students took 55 days to complete their degrees on 22 days more than they expected, and 7 days more than they expected in the worst case. 

Buehler (1995) interviewed students on the time in which students at 50% confident of 75% confident and 99% are confident that they will complete their academic projects. Only 13% of participants completed their degrees at the time, which attributed the 50% probability, only 19% completed by the time 75% assessment and 45% completed by 99% level. Buehler et. al. (2002) says "the results of exit at the level of 99% reliability particularly impressive. Even when they were asked to make the most conservative prediction, for which they feel absolutely confident that he made, students still confident in their provisional estimates far exceeded their real results "." 

End quote. 

So, there is serious reason to believe that we must urgently expand the boundaries of certainty about the likelihood of global risks to the desired value hit the inside of a given interval. 

Define the value of the expansion N confidence interval for some sort of A values as follows: (A / N; A * N). For instance, if we assess something at 10%, and N = 3, the interval will be (3%, 30%). 

What should be N for global risks, yet difficult to tell, but it seems to me reasonable to choose N = 10. In this case, we on the one hand, we get very wide confidence intervals, in which the desired value is likely to fall, but on the other hand, these intervals will vary for different values. 

Another way to determine the N-examine the average error, given by experts in their assessments and to introduce such an amendment, which would incur the usual fallacy of opinions. The fact that the nuclear reactor projects, and the space shuttle real importance N was between 40 and 100, said that perhaps we were too optimistic when it accepted equal 10. This issue requires further study. This compilation does not diminish the value of such calculations, since the difference between some risks may be several orders of magnitude. And to make a decision about the importance of confronting any danger, we need to know the order of magnitude of risk, rather than risk accurate to the second digit decimal places, as can be and should be in the insurance and financial risks. 

So, we assume that the probability of a global disaster can be estimated at best, with an accuracy of the order, with the accuracy of this assessment will be plus or minus order, and that such a level sufficient assessment to determine the need for further research and careful monitoring of a problem. (It is clear that as the problem will be closer to us in time and elaborated on, we will be able to get more accurate estimates, in some specific cases, especially in the easy passage formalize challenges type asteroids and the effects of nuclear war). Similar examples are the scales of risk Turin and Palermo scale of the risk of asteroids. 

Because of uncertainties, it seems natural to offer the following probabilistic risk classification global XXI Century (considered likely throughout the XXI century on the condition that no other risks do not affect it): 

1) The inevitable event. Assessing the probability of the order of 100 per cent over the centuries. Let mark such events as events around E2. Interval: (10%, 100%) (In other words, even then, it seems inevitable that we may simply be very likely.) 

2) It is most likely event, the assessment of the probability of about 10 percent. Order E1. (1%, 100%) 

3) Probable events - assessment about 1 percent. The order E0. (0.1%, 10%) 

4) Not-event evaluation 0.1 percent. Order E-1. (0.01%, 1%) 

5) The events of negligible probability - evaluation of 0.01 percent and less. Order E-2. (0%, 0.1%) 

Item 4) and 5), we could ignore in our analysis, as their total contribution is less than the level of errors in the evaluation of the first three. But in fact they have not neglected, as well as possibly a large error in the assessment of risks. Further, it is important to a small number of events likely. For example, if perhaps several dozen different scenarios, with a probability of E0, all this has many solid E1. Category E2 applies only to the fact that during the XXI century, the world has changed. 

To calculate the objects category E1, we can also enjoy bayesovoy logic of the situation where an independent hypothesis attributed to the same reliability before they received something new information. Accordingly, the need to provide basic hypotheses. Here is a sample of this kind during the discourse: 

1. Artificial intelligence can be created in the 21 st century and will enemy-man here three assumptions, and only one of their combination leads to a dangerous outcome. This gives 12.5 per cent and in accordance with our policies before rounding order-10 per cent. (I recall but that the assessment of 10 percent means that we expect variation from 1 to 100 per cent as part of our considerations.) This estimate does not take into account the impact so far on the process from other technologies. 

2. Facilities for the production of biological weapons is widely spread and many will be applied (in the very possibility of biological weapons there is no doubt), it provides an assessment of 25 percent, which we also rounding up to the events of 10 per order. 

3. Strong nanotechnology (replikatory), and may be used repeatedly. The same 25 percent, 1 order 

4. There strong nuclear war. Also 25, 1 order 

5. Superdrug be established. 50 percent 

The category E0 I concede the following events. The lower estimate to do with the fact that these developments are not expected
results of the observed patterns, and random deviations from them. 

1) The creation of a huge radioactive sverhbomby exit 

2) irresistible global warming 

3) disruption supervulkana nuclear nukes 

4) a dangerous physical experiment 

5) clash with a different reason 

6) The natural eruption supervulkana 

7) Chemical poisoning of the earth. 

in the categories of E-2: 

1) Superflashes on the Sun 

2) Gamma-bursts 

3) Dissolution vacuum 

4) Random collision with asteroid 

5) Other rare natural processes 

Please note that the probability distribution given little connected with efforts to prevent that at the moment the government are taking different countries. 

And also that efforts to clarify the values of one of probabilities can give more than the entire fighting asteroids. 

Should the sum of the individual probabilities of global risks not exceed 100%? Suppose that we send in the defective car trip. The likelihood that he tolerated an accident because he cut tire is equal to 90%. However, suppose that it has, in addition, defective brakes, and if the tires were ok, the probability of an accident is also a brake failure was 90%. This example shows that the probability of each of global risk, calculated in the assumption (obviously, the false), that there is no other global risks existing at the same time, can not simply folded with the likelihood of other global risks. 

In our example, the chances of the car to get to the end of the road equal to 1%, and the chances that the cause of the accident became each of the two risk - 49.5%. Suppose, however, that the first half-way roads is that the accident could happen only because of defective tires, and the second only because of defective brakes. In this case, until the end of the same car only 1% of machines, but the distribution of the contributions of each risk will be different: 90% of cars break in the first part of the road because of the tires, and only 9% in the second due to defective brakes. This example shows that the likelihood of any kind of global disaster correct, yet specified the exact conditions. 

The precautionary principle. In their discussions, we will assume that the worst events may give way. This corresponds Yudkovski specified and verified many 

Experimental regularities that the result that people are on the future, tends to be worse than the worst of their expectations. The expansion probability intervals, we should pay attention to in the first expansion for the worse - that is upwards and reduce the likelihood of the remaining time. But if some factor, such as the establishment of a protective system that can help us, the time of occurrence assessment should be increased. In other words, conservative assessment of the origins of domestic biovirusov designers will be 5 years and the origins of drugs for cancer-100. Although likely both will appear in a couple of decades. 

Views expressed in handy when we further study and classification of disasters. 

Numerical evaluation of the probability of a global disaster, given the various sponsors. 

The economy circulated prediction method based on the survey of experts and mean compiling the results. Here I cite me famous assessment of leading experts in the field. (These people are mentioned in the English Wikipedia article devoted to human extinction http://en.wikipedia.org/wiki/Human_extinction, reflecting their generally as experts in the field. addition there are still referred to a number of people, whose numerical evaluation unknown. It is clear, however, that there is a huge amount of expertise and USA, which did not think about the issues and the possibility of human extinction because not mentioned in the article.) 

Leslie, 1996 "End of the World": 30% in the next 500 years, taking into account the effect of theorems Kontse light (Doomsday argument - see chapter of a book at the end of it), without it - 5%. 

Bostrom, 2001 "scenario analysis" of extinction: "My subjective view is that it would be wrong to assume that the probability of less than 25% and the highest estimate can be significantly more… Overall, the most important risks to the survival point in time in a century or two seem less activity associated with advanced technological civilization. " 

Martin Rice, 2003 "Our last hour": 50% in the XXI century. (Kurtsveyl came to similar conclusions.) 

It would appear that these data do not differ much with each other, as in all cases appear tens percent. But time is clearly given this prophecy, every time is reduced, resulting in pogodovaya probability density increases. 

Namely: 

1996-0.06% (and even 0012% excluding DA) 

2001 - 0125% 

2003 - 0.5% 

In other words, in ten years - awaited assessment of the probability density of global catastrophes, in the opinion of the leading experts in this area has increased almost 10 times. Of course, one can say that the 3 experts is not enough to statistics, and that they can mutually influence each other, but a bad trend. If we had the right to extrapolate this trend, the 10 th years, we can expect yearly estimates the probability of extinction in the 5 per cent and 20 th in the 50 per cent that would mean the inevitability of extinction up to 2030. Despite all their spekulyativnost, this estimate coincides with other estimates obtained further independent different ways. 

Global catastrophe, and the forecast horizon. 

We know that any forecast horizon is, that is the maximum time for which extends it. Because when discussing the future of XXI century, we have a lot of projections relating to the development of science, technology and environmental policy, the projection horizon regarding events XXI century has multilayer structure. 

This structure is the following: first layer should be absolute transparency in respect of which we all know exactly, simply because expect that will continue all the same. Then there haze related to the fact that some shorter than other forecasts, as well as the uncertainty of different natural processes. This haze is increasing gradually, at one point forming the border uncertainty, which we do not know rather than know. But it can be seen the most sustained trend down to a boundary beyond which nothing can be discerned absolutely. And that frontier is the projection horizon of the present. (However, it is possible to make accurate statements about the future beyond this boundary from the final analysis of the number of end-state of the system, in the spirit: "This party will end or chess victory, or defeat, or a push" or "after 100 years, this person will be dead" .) Otherwise, it can be described as the difference between short-term forecast, medium and long-term fixed-term, which knows about, that the medium-term forecast is the most difficult, because, as in chess, chess is of the utmost complexity and uncertainty. In this metaphor, I sopostavlyayu medium-term forecast with certainty abroad space / uncertainty in the metaphor of multilayer horizon. Apply it to describe our expectations with regard XXI century. 

The absolute limit in the projections provided in 2030, in an area which assumes a possible powerful nanotechnology, artificial intelligence and complete mastery biokonstruirovaniem. After that date, there is no point in the estimated population growth curves or reserves of hard coal, because we are not able to say how sverhtehnologii affect these processes. On the other hand, there is much uncertainty in the choice of that date. She often appeared in various discussions on the future of technology, as described further in the chapter about Technological Singularity. Obviously, the uncertainty of the date in 2030 of not less than five years. If something happens neokonchatelnaya disaster, it could dramatically expand the horizon of the forecast simply by the narrow space of possibilities (in the spirit: "Now we will sit in a bunker 50 years"). While most Zionist writers on the topic of new technologies suggest that sverhtehnologii ripe for the year 2030, some consider the emergence of mature nanotechnology and II to the 2040th years, but few have decided to give reasonable predictions for a later date. In addition to uncertainties arising from our ignorance of the pace of development of various technologies and their convergence in the Technological Singulyarnosti uncertainty gives a higher order, similar to the quantum, but related to the fact that we are unable to predict the behavior of the intellect, far superior to ours. 

Virtually meaningful forecast in the field of science and technology is a period of approximately 5 years, which focused on the real equipment manufacturers and the very structure of the State with a five-year electoral cycle. Thus, we can say that prior to the "strip" in the fog forecasts future-about 5 years, that is it in 2012 from the present moment. In other words, we have more or less clearly represent what technologies will be in the next five years. And more or less vaguely represent more recent technology. While there are many individual technical projects until 2020 nineties, say, or ITER lunar exploration. Just 5 years is a rough period, which begins uncertainty prevail over certainty in a wide range of human activities, and it is not surprising that they are correlated difficult to be completely certain something, and one quite uncertain to know something other related but first, the causal connection. In doing so, over time, increasing uncertainty is not accounted for technology projects, but on opening. And although we can say that some of the projects were for the 20 years ahead, we do not know what factors are most important in the economic, political and technological development. 

Certainly, the assessment of 5 years is subjective. Its frequency may serve as a justification for political and economic fundamental changes in Russia since 80-nineties, and the frequency of new, innovative products and their enormous market: PC, the Internet, cell phones. From the opening of a chain reaction to the atomic bomb the past 6 years, 7-to the first hydrogen, and from this time - even 5 years before the launch of the first satellite. Some lasted for 5 years, and the two world wars, 6 years took era of restructuring. In doing in higher school for 5 years, a person usually does not know where he will go to work from, and what will select specialization. At 5 years to choose presidents, and no one knows who will be president through the period. USSR administered five-year plans. 

However, we must keep in mind that time predictability steadily declined in relation to the rapid progress and the growth of the complexity of the system. Therefore, making assumptions about the predictability of the border, we are already doing some kind of prognosis for the future-at least that degree of variability will continue. It is clear, however, that although the border is gradually decreasing predictability by speeding up the progress of factors, it can grow from our successes and better foresight in creating a sustainable society. 

It also operates the paradox of medium-term forecasts. We can say that a man will be tomorrow (approximately the same as that of today), or through the decades (he sostaritsya and die), but we can not say that will be after 10 years. It is also about humanity and we can say that it was after 30 years in the post or move to phase nanototehnologiyami, artificial intelligence and almost physical immortality, or at the time to die, unable to speed changes. However, the forecast for 15 years, much less evident. 

Because of the foregoing, while we study the risks of a global catastrophe in the whole XXI century, the greatest interest to our study represents a gap in the two decades between 2012 and 2030 years. Until then, the probability of a global catastrophe known and generally low, and after him, our opportunity to know anything or have ceased to assume significance. 

Historiography. 

The history of the study of global risk can be presented in summary form the next scheme: 

1. Ancient, medieval and mystical view of the end of the world. 

2. Rannenauchnye presentation on the possibility of "heat death of the universe" and similar scenarios. The situation in the first half of 20 century. 

3. Bright awareness of the ability to exterminate mankind itself, starting with the 1945, in connection with the emergence of nuclear weapons. "Kun Termoyadernaya war." Chutes N. "At Bank." Moiseyev and Sagana works on nuclear winter. 

4. Global risks in the classic futurology. Gradually becoming a major issue futurology, and at the beginning were a casual event. 

5. The second wave of threats in the knowledge of biological, nanooruzhiya, artificially Sliding asteroids and other specific risks. The role in this fiction. The second half of 20 century. The work of Stanislaw Lem. "Nepobedimy", "the amount of technology", "Fantastic" and futurology, and others work. Eric Drexler Machines "creative". 

6. The advent of synthesis works Azimov (1980), Leslie (1996), Martin Rice (2003). 

7. Logical Analysis of the paradoxes of global risk-Doomsday argument in various forms. Leslie Bostrom, Gott, Cave. 

8. Synergy Development and invite future systems analyst and systems analyst various disasters. Work Prigozhina, Hansen and Russian authors Kurdyumova, Malinetskogo, Nazaretyana etc. 

9. Understanding the connection between global risk "and" Singulyarnostyu. Bostrom, Yudkovsky, Kapitsa, Panov. Chirkovich in Serbia. 

10. The emergence of global risk analysis methodology. The transition from the meta transfers risks to the human ability to detect and correctly assess global risks. Work Bostroma and Yudkovskogo. 

11. The emergence of civil society organizations that promote the protection of global risks. Lifeboat Foundatation. The film Technocalipsis. 

12. Study Questions in Russia. Abramyan "The fate of civilization", Danila Medvedev at the Russian Transgumanisticheskom Movement (RTD). Lobby draft Golota from Ufa. 

Study of Global Risk is on the following conversation: awareness of a global risk and the very fact of the possibility of extinction in the near future, then a few more global awareness of the risks, and then attempt to create an exhaustive list of global risks, and then describe the creation of a system that allows to take into account any global risks and to determine the risk any new technology and discoveries. 

The system description is more predictive value than just a list, because it enables them to find new points of vulnerability, just as Mendeleev periodic table allows you to find new items. 

Levels of possible degradation. 

Although this book we investigate global catastrophe, which can lead to the extinction of people easy to see that the same catastrophe in slightly smaller scale may simply push mankind heavily ago. Being marginalized ago, the human race may be at the intermediate stages, which can jump as to the further extinction, and recovery. Therefore, the same class of disasters can be as a cause of human extinction, and also a factor, opening a window of vulnerability, as we will be talking more later. However, in outlining the possible scenarios odnofaktornyh we use their potential as a final destruction, and to a general decrease sustainability of humanity. 

Depending on the severity of the disaster occurred, may be varying degrees of setbacks that will be characterized by different probability of subsequent extinction, and the possibility of further rollback recovery. Since the term "postapokalipsis", although an oxymoron, is used in relation to the genre of literature describing the world after a nuclear war, we too sometimes will use it for the peace, where the sort of catastrophe, but some people survived. There are several possible stages rollback: 

1. Rolling society ago, after the collapse of the Soviet Union or the collapse of the Roman Empire. Here termination occurs significant technology development, the reduction of connectivity, declining population to a few percent, but some significant technology continued to evolve. For example, computers in the post-Soviet world, certain kinds of farming in the early Middle Ages. The production and use of highly dangerous weapons can continue risking extinction - or roll back even lower as a result of the next phase of the war. Restoring and very likely will take from tens to hundreds of years. 

2. A significant degradation of society, as in today's Afghanistan, where people only know how to sow poppy and shoot a Kalashnikov. The loss of statehood and for the dissolution of the warring among themselves unit. The main activity is a form of looting. Such a world portrayed in the movie "Mad Max", "Waterworld" and many other works on the theme of life after nuclear war. The population is declining at times, but nevertheless, millions of people survive. Reproduction technology is terminated, but some media knowledge and library remain. Such a peace can be joined in the hands of one ruler, and the state will begin revival. Further degradation will occur accidentally, but rather as a result of epidemics, pollution, accidental use of weapons, the power of which is obvious. 

3. The disaster, which survive only a few small groups of people who are not related to each other: polyarniki, crews of marine vessels, residents bunkers. On the one hand, even small groups find themselves in a better position than in the previous case, as they do not fight with some other people. On the other hand, the forces that led to a disaster of such magnitude, definitely continue to operate and limit freedom of movement of people from the survivor groups. These groups are forced to fight hard for their lives. They may have some refinement of technology, if you want to save them, but only on the basis of the surviving objects. The period of recovery under the best of circumstances, will take hundreds of years and will be linked with the change of generations, risking the loss of knowledge and skills. The basis for the survival of such groups would be the ability to reproduce sexually. 

4. Only a few people survive on earth, but they are unable to save any knowledge nor give a new humanity as Adam and Eve. Even the group, where you have men and women who might be in a position, if the factors impeding the expanded reproduction, outweigh the ability to it - for example, if children are born more and more sick. In this case, people are likely doomed unless some miracle happens. 

You can also designate a "bunker" level - that is the level where people survive only those who are outside the normal environment. And they are there or narochno, accidentally or if some groups of people accidentally survived in some confined spaces. Conscious referral to a bunker level is possible even without loss of quality - that is, humanity will retain the ability to continue to quickly develop the technology. 

There may be intermediate phase postapokalipticheskogo world, but I believe that these four options are the most typical. With each deeper level still more likely fall even lower and less likely to rise. On the other hand, the stability of the island is possible level rodo-plemennogo down when dangerous technologies are already destroyed, the consequences of the application of dyestuff, and new technologies are not yet in place and can not be created. However, the length of existence rodo-plemennogo order offset a small number of people, which it can support on Earth. In other words, although rodoplemennoy strictly account for tens of thousands of years of human existence, the majority of the former population ever lived in the past five thousand years in the States. 

If you imagine the following scheme: progress-State-Society-a group of people - single people - then retreat to the next level every degradation is the loss of one element left of the list. And we lower on the list, the more dependent on the nature and various random factors. Levels postapokalipticheskogo world differ and what will be the main value in it. Options: gold-patron-food-capable woman to bear children. 

It is wrong to think that the setback is simply a shift in the historical time century of the past millennium or, for example, at the level of 19 century, or the level of 15 century. Degradation of technologies will not be linear and simultaneous. For example, such things as the Kalashnikov rifle, it will be very difficult to forget. Even in Afghanistan, local masters learned to grind out a copy of gross Kalashnikov. But in a society where there is a machine, and the Knights' tournaments horse Army impossible. What was sustainable balance when moving from the past to the future, it may not be, in the degradation of the future to the past. In other words, if the technology of destruction will deteriorate slower than technology building, the society is doomed to continuously slipping down. 

However, we can classify the degree of setback not by the number of victims and the extent of the loss of knowledge and technology. In that sense, you can use the historical analogy, knowing, however, that zabyvanie technologies will not be linear. Maintenance of increasingly lower level requires fewer people, and it is increasingly resistant to progress as well as to a reversal. Such communities can arise only after a long period of "utryaski" after a disaster. 

It is possible the following basic options (generally similar to the previous classification): 

1. "The level of 19 Century", railroads, coal, and all firearms. The level of sustainability requires, probably tens of millions of people. 

2. "The level of the Middle Ages," this level corresponds to the "farm" State and in a broad sense includes both classic rabovladelcheskie State and pozdnesrednevekovye. That is, in this context it is important not to the presence or absence of slavery and the use of force muscular animals, agriculture, division of labor, the availability of state. The level of sustainability requires, probably from thousands to millions. 

3. Level tribe. Lack complex division of labor, although some agriculture possible. Number 10-1000 people. 

4. Level swarms "or" maugli. Complete loss of human skills, speech, while preserving the gene pool as a whole. 1-100 people. 

One source global disaster scenarios. 

In this section we look at the classical views on the global catastrophe, which is the transfer list as neither of unrelated factors, each of which can result in instant death of all mankind. It is understood that this description is not finalized because it did not consider the multifactorial and nemgnovennye global disaster scenarios. A classic example is the consideration odnofaktornyh scenarios Bostroma article "Threats to survival." To list them and give them a critical evaluation. 

Here, we will also consider those sources of global risks that, in terms of the author are not, but the view of the danger which distributed fairly and give them an assessment. 

In other words, we will consider all factors, which are normally referred to as a global risk, then even if we reject these factors. 

Global risks posed by man. 

These risks fall into two categories: the risks associated with new technologies, and social risks of species (the latter includes the risks not associated with the new technology: the exhaustion of resources, overpopulation, loss of fertility, the accumulation of genetic mutations, ousting another mode, moral degradation , a social and economic crisis). 

Technological risks. 

Technological risks vary in their degree Preparedness "basic framework". Some of them technically possible at this point in time, so then others require varying degrees of long-term development of technology and perhaps a fundamental discoveries. 

Accordingly, can be divided into three categories: 

A) The risks for which the technology is fully developed (nuclear weapons) or requires little elaboration. 

B) the risks to which technology is developing successfully and do not see any theoretical obstacles to its implementation in the foreseeable future (biotechnology). 

B) the risks that required for its emergence of some fundamental discoveries (antigravity, the release of energy from the vacuum, and more e.). We should not underestimate the risks, a significant portion of global risks in the XX century occurred from a new and unexpected discoveries. 

Much of the risk is between points B and C, as well as from the point of view of some researchers, this is a fundamentally unattainable or infinitely complicated things, but in other well-implemented technology (nanoroboty and artificial intelligence). 

The precautionary principle makes us the option to choose where they may. 

Risks, technology for which is already ready. 

Nuclear weapons. 

A classic example is the threat to the survival of mankind threat of a nuclear war. Sam nuclear war could not destroy all human beings through direct actions of factors affecting nuclear weapons, also the case in which the warhead will be applied uniformly and simultaneously across the Earth's surface. For almost complete destruction of people on the ground will require not less than one hundred thousand warheads megatonnogo class. (If you consider that a warhead struck an area of 1000 square meters. kilometers that probably overstated.) At the same time, huge tracts of uninhabited land. So 100000 warheads to put people on the brink of vzhivaniya, although not guaranteed to destroy all human beings, as well as remain ships, aircraft and ground asylum. It should be noted that at the height of the Cold War, the powerful have the number of warheads around 100000, and accumulations of plutonium (2000 tonnes, although not all of it "weapons" - ie net) to allow millions of warheads. However, none of nuclear war scenario does not imply uniform impact on the entire area of the planet. Even if the goal vseplanetnogo suicide, it finds ways simpler. 

But nuclear war creates two investigations - nuclear winter and radioactive contamination. 

Nuclear winter. 

In regard to the nuclear winter, there are two unknown factors - first, how it will be a long and cold, and second, to what extent nuclear winter means the extinction of humanity. With regard to the first factor, there is a different assessment of the extremely harsh (Moiseyev, Sagan) to the relatively mild fall of the concepts of "nuclear". I believe that the risk of nuclear winter exaggerated, as neither the fires in Kuwait, or the Second World War did not lead to any significant decrease global temperatures. However, the precautionary principle leads us to consider the worst case. 

Various studies of possible nuclear winter scenarios suggest options related options 2, 3 or 4. despite the widespread submission, none of the scientific analysis of nuclear winter does not mean the complete extinction of mankind and, the more so, all life on Earth. I will not recount history studies and discussions on the issue of nuclear winter, I note only that, for example, recorded TTAPS (1990) suggests drop in temperature 22 degrees at mid-latitudes if the war took place in June in the early months and a few degrees during the 1-3 years. 

Options include a nuclear winter: 

1) The fall in temperature of one degree, not providing significant impact on the human population. As after the Pinatubo volcanic eruption in 1991,. 

2) "Autumn" Nuclear-some years at 2-4 degrees lower temperatures, crop failures, hurricanes. 

3) "God" without summer-intensive, but relatively short cold for a year, a large part of crop loss, hunger and frostbite in some countries. This has already happened after major volcanic eruptions in the VI century AD, in 1783 g in in 1815 

4) "ten-year" nuclear winter-temperatures drop throughout the land for 10 years at 30-40 degrees. This scenario means Moiseeva-Sagana models. Fallout of snow over most of the land, except in some equatorial coastal areas. The massive loss of life from hunger, cold, as well as from processes that snow will accumulate and form mnogometrovye column, destroying buildings and roads overlap. The deaths of more part of the world's population, yet millions of people survive and retain key technology. Risks of war is a continuation of the kind places, failures of cardiac Earth with the help of new nuclear explosions and artificial volcanic eruptions, the transition to an uncontrolled nuclear heat of summer. But even if this scenario, it turns out that the world's stock of cattle (which zamerznet on their farms and will be stored in the refrigerator "natural"), enough to feed all of humanity years, and Finland, for example, has a strategic reserve of food (grain) at 10 years. 

5) A new ice age. So from the previous scenario by the fact that the ability of the Earth reflecting increases at the expense of snow and ice begin to grow new caps and down from the poles to the equator. However, some of the land from the equator to be suitable for life, and agriculture. As a result, civilization will have to radically change. I find it hard to huge relocation people without wars. Many species of living creatures die, but most of the diversity of the biosphere survive, but people will destroy it even more relentlessly in search of at least a food. 

6) Neobratimoe global cooling. It may be the next phase of glacial period, with developments in the worst case. Throughout Earth geologically long time to set temperatures, such as in Antarctica, remaining oceans, land is covered by thick ice. (Or, as on Mars-cold dry desert. Incidentally, if all greenhouse gases from the Earth's atmosphere will disappear, the equilibrium surface temperature is minus 23 C) Only high-tech civilization that can build huge facilities podo ice could survive such a disaster, but such a civilization could find a way to reverse the process. Life survive only about geothermal sources on the seabed. The last time the Earth joined in a state of some 600 million years ago, that is, before the animals to the land, and was able to get out of it only because of the accumulation of CO2 in the atmosphere (Snowball Earth http://ru.wikipedia.org/wiki/Snowball_Earth hypothesis). At the time f the last 100000 years for four ordinary glaciation. 

While versions 5 and 6 are the most unlikely they pose the greatest risk. These options could be possible with extraordinarily large release of soot and with the worst case down to us unknown natural laws. 

If a certain strength looked purpose arrange narochno nuclear winter, it can organize it, exploding a hydrogen bomb in the coal mines. This will make it infinitely more soot emission than the attack on the city. If you set a hydrogen bomb with a timer for various periods of time, the nuclear winter can be maintained indefinitely. In theory, the way to reach a steady state "cold white ball" reflecting the full sunlight, with a full vymerzaniem oceans, which will samopodderzhivayuschimsya condition. Less stringent option implies the beginning of a new ice age by the fact that in the next few years will not be summer snow melt, and will start self-sustaining growth of glaciers. Perhaps this has already happened after "volcanic winter". 

On the other hand, when soot settles, the Earth displayed in black light, and its ability to hot sun rays soar. This summer may take nuclear irreversible (taking into account other factors of global warming), with a shift in the "phase" venerianskuyu heating. If a certain strength looked purpose arrange narochno nuclear winter, it can organize it, exploding a hydrogen bomb in the coal mines. This will make it infinitely more soot emission than the attack on the city. If you set a hydrogen bomb with a timer for various periods of time, the nuclear winter can be maintained indefinitely. In theory, the way to reach a steady state "cold white ball" reflecting the full sunlight, with a full vymerzaniem oceans, which will samopodderzhivayuschimsya condition. Less stringent option implies the beginning of a new ice age by the fact that in the next few years will not be summer snow melt, and will start self-sustaining growth of glaciers. Perhaps this has already happened after "volcanic winter". 

On the other hand, when soot settles, the Earth displayed in black light, and its ability to hot sun rays soar. This summer may take nuclear irreversible (taking into account other factors of global warming), with a shift in the "phase" venerianskuyu heating. There are other factors that could lead to nuclear years after or instead of nuclear winter, for example, the release of large quantities of greenhouse gases in the explosion. Nuclear summer is far more dramatic nuclear winter, as people shift the cooling easier than heating (that is, if one takes room temperature for 20 degrees, it brings people well frost on the streets in minus 50, a drop of 70 degrees below, but will be able to withstand the rise the temperature of not more than, at 30 degrees, that is, no more 50 C Street). In addition, the heating system worked individually (Forest + stoves), and refrigerators require a sustained centralized infrastructure (production of refrigerators + electricity). Storing foods with a sharp warming is not possible, they will decay and burned. So, if mankind is the choice, he should choose a global winter, rather than global summer. 

Initiate the eruption sverhvulkana using nuclear weapons will also lead to a nuclear winter analogue - to volcanic winter. People are dangerous attempts to rectify the situation with the help of simulated nuclear winter or nuclear artificial summer, which can only exacerbate the problem by switching climate regime swing, on the model of governance lagging Von Neumann. 

Draw attention to the fact that the exact length and the probability of nuclear winter and its effects nevychislima for reasons that are discussed in the chapter "nevychislimost" my article on the underestimation of global risks. This is because, by definition, we can not put the experiment, as well as to determine exactly how Moiseyev and Sagan were interested exaggerate the danger of a nuclear winter, in order to avoid war. That is, whether they want to create samo-nesbyvayuscheesya prophecy. 

Full radioactive contamination. 

The next scenario is a global radioactive cobalt using a bomb-bombs with increased output of radioactive substances. However, 1 gram of cobalt has radioactivity of 50 curies. If Spray 1 gram sq km on, then this is not enough to secure the death of all people, but would require evacuation from the territory of modern safety standards. Nevertheless, even such contamination will require 500 tons of cobalt over the entire Earth. Developments such explosion in the number of substances would require tens of thousands - or more-conventional charges. (Indirectly, this number can be estimated at 100 bombs like "mother" - Kuzkinoy King bombs in 50 megatons, blasted, in 1961. Had this bomb would have been uranium envelope, it would dopolnitelnye 50 megatons, and the power of the explosion would have been 100 megatonnes , but the envelope was replaced by the Lead. Massa proreagirovavshego uranium, which would give such power output, which is 50 megatons, roughly equal to 5 tons. may be assumed that if the bomb had kobaltovuyu shell, it would give about 5 tons of radioactive cobalt. Other estimates held in the United States after the intervention of the Leo Stsillarda annihilation of the possibility of life on Earth through kobaltovoy bomb, it turned out that it is indeed possible, but the device must be 2.5 times heavier battleship Missouri "" http://www.tls . timesonline.co.uk/article/0, ,25350-2648363, 00.html Displacement Missouri - 45000 tonnes. possible that the study was conducted before the creation of the hydrogen bomb. Well, we get two assessments of the weight of the device - 2700 tons and 110 000 tons. difference between them is not as printsipialna in terms of the question whether such a device. weight Since conventional power reactors to be a few thousand tons, the order is actually make a device weighing and 100000 tons, as 20 reactors. If one reactor costs about a billion dollars, then the device will cost about 20 billion. This amount less than the military budget of the United States is 20 times. other orientations: weight reactor ITER - 30000 tonnes, the price of 12 billion dollars.) 

No less dangerous sadly famous isotope poloniy-210. It is a much more powerful source than cobalt, as has the lower half (15-fold around). And he has the ability to accumulate in the body, affect inside, which increases its effectiveness remains around 10 times. Lethal dose of about 0.2 µ g. (or 1-2 milikyuri - Zhuykov, head of radioisotope laboratory of the Institute for Nuclear Research of the Russian Academy of Sciences, on Echo of Moscow. (http://64.233.183.104/search?q=cache:on4goP1QV3kJ:www.troitsk.ru/parser.php% 3Fp_id% 3 D11% 26r_id% 3D58% 26c_id% 3D198% 26an_cur_part% 3D1% 26a_id% 3D2531% 26view_msg% 3D1 +% D0% BB% D0% B8% D1% 82% D0% B2% D0% B8% D0% BD% D0% B5% D0% BD% D0% BA% D0% BE +% D0% BA% D1% 8E% D1% 80% D0% B8 & hl = ru & ct = clnk & cd = 15 & client = opera) This means that the full fatally infecting the Earth surface will require only one hundred tonnes ( hundreds of kilograms, or in the worst case, given its ability to accumulate in organisms, as well as re-poisoning by high concentrations in the environment - that is, how many displays, and gives so much) of this dangerous substance. not known how many hydrogen bombs to blow up the need to gather such the number of substances. (In conventional atomic bomb output measured kilograms of radioactive elements, but in the special hydrogen bomb surrounded by thick coating to capture all of neutrons, it can achieve, on my very inaccurate prikidkam tons. however heavy bomb impossible to effectively raise the air, where guaranteed quality spraying, so a real solution of bombs can reduce courage to 100 kg. means should facilitate or bomb, or come to terms with the loss of most of the radiation in the ground breaking at the explosion site. This means that to produce this effect you want to blow up the 1000 polonium (that there are sheathed with a bismuth-209) bombs megatonnogo class.) 

It is known that the world's oceans steadily dissolved around 180 kg of polonium, from the hand of uranium, but this amount is evenly distributed by volume of water column and is not a threat to living beings. 

More precise calculations that take into account the speed of deposition of radioactive substances from the atmosphere, its run-off into the ocean, dissolution, and linking affinity with the elements in the human body, as well as the ability of people to mutate and adapt to radiation in order to determine what the minimum number of lead isotope to the extinction of all human beings on Earth, or to the long-wide land unusable for agriculture and the impossibility in connection with the return to the pre-industrial stage of development or degradation of its inevitability. (What could be on the order of two or three lower-level radiation.) 

In order for the radioactive substance has spread far enough, bomb should explode at an altitude of 10-20 km and that the bomb was powerful enough, it must be serious. Ultimately, this machine of death can be a stationary device, weighing hundreds of tons, with the entrance in the blast, hundreds of megatons, which generates tons of dangerous isotopes. 

In addition, short isotope Sit Out can be in a bunker. Theoretically possible creation of autonomous bunkers to the term self-sufficiency in decades. Guaranteed extinction can be obtained by mixing short and long-lived isotopes. Short destroy most of the biosphere, and make long land unsuitable for life by those who peresidit contamination in a bunker. (More on the bunkers, see the relevant chapter.) 

Superbomb. 

After the test "Tsar-bomby" in 1961, in New Earth with the exit of 60 megatons were developing more powerful bombs with a yield of 200 and even 1000 megatons to be transported by ships to American shores, and they cause tsunamis. This means that perhaps there is unlimited technical ability to build an explosive force of bombs, adding perhaps layers of design "sloyki". The best ratio massive bombs at about 6 megatons per tonne weight bomb. 

It is also important to note that the Tsar Bomba has been tested through 12 years after the explosion of the first atomic bomb. This suggests that the Powers and others may require relatively short deadline for the transition to a huge bomb. If the mass ratio compare with a mass bomb nuclear reactors order of several thousand tons, it is clear that the ceiling sverhbomby that can be done now is about one hundred gigatons. This is not sufficient for the destruction of all people by force explosion, as if falling asteroids allocated energy thousands of times greater. (See chapter on the impact of the huge explosions.) sverhbomby Explosion in coal seam will cause long nuclear winter, combined with a strong radioactive contamination. Several dozen sverhbomb deployed in various places of Earth, could cover its entire territory infects blow planet. 

There is also a hypothetical assumptions (Bor), a powerful explosion that hydrogen bombs below the ocean can cause burning deuterium in sea water. The likelihood of that is small, but such experiments, as far as I know, not at all. 

Accumulation of antimatter. 

Stanislaw Lem once said that he was more afraid of antimatter than the Internet. Maximum efficiency of the massive nuclear charge equal to 6 megatons per tonne weight, which corresponds to approximately 0.6 kg of antimatter. But antimatter also need special trap, which should weigh a lot. Moreover, it is very difficult to protect against accidental explosion of antimatter, while easy to secure atomic bomb. Finally, you need energy for mass producing antimatter. Because of this, I believe that there is no point to do very powerful bombs of antimatter, and the power of the atomic munitions enough. Also, there is no point to make nukes from low-yield antimatter, as well as with those tasks would rise bombs explosives. So I think unlikely accumulation of antimatter for military purposes. Only if they made some new fundamental physical discovery, antimatter will be dangerous. Antimatter would give exit radioactive elements from collisions of atoms of different atomic masses. Antimatter is dangerous to use in deep space, where you can collect an enormous mass of antimatter in the form of some kind of meteorite (taking advantage of the existence of a vacuum) and return it to Earth unnoticed. 

Cheap bomb. 

There is also a danger of principle cheaper nuclear weapons, if we can run self thermonuclear reactions without initiating a nuclear charge-by chemical implosion (cylindrical), ignite laser, magnetic compression, and electrical discharge small batches antimatter used in some sort of combination. Another factor is the cheaper production developments in the use of nanotechnology - that is inexpensive and high-precision production using robots. The third factor is the discovery of new markers of uranium from seawater and its enrichment. 

There is also the risk that we are significantly underestimating the simplicity and low cost of nuclear weapons and, hence, and the quantity in the world. 

Any discoveries in the field of cold nuclear fusion, nuclear fusion managed to tokamakah, delivery sheliya-3 from outer space, making the items easier udeshevyat and production of nuclear weapons. 

Uniform attack on radiation facilities. 

Another way to arrange a light through the end of nuclear weapons is an attack cruise missiles (ballistic do not have sufficient accuracy) of all nuclear reactors and especially storage of spent nuclear fuel on the planet. While unlikely to initiate a chain reaction in it, in the air allocated large amounts of radiation. "In the assessment of the IAEA, by 2006, from power reactors (and the world over 400) unloaded about 260 thousand SNF tons containing more than 150 billion Curie radioactivity "and" By 2006, countries around the world have accumulated around 260 thousand SNF tons, and by 2020, their number is not less than 600 thousand tons. " (http://pripyat.com/ru/publications/2006/04/08/750.html) That is, in the 21 century, the amount of radioactive waste will grow as linearly through savings, and by introducing new reactors in operation. 

This gives, with equal dispersion, 150 billion curies-300 curies per square kilometer of the Earth's surface. This is far beyond the norms of evacuation and the ban on agriculture for Chernobyl practice. When ill-converted (empirical formula-1 curie per square meter provides 10 X-ray per hour), it gives active-3 miles per hour X-ray. This is not sufficient for the instantaneous mortality, as is only about 2 X-ray per month, a maximum safe dose-25 X-ray-only obtained for the year. However, this location will be long (SNF in a lot of long-lived elements, including plutonium) unsuitable for agriculture because of vegetation and animals, these substances accumulate in domestic consumption and provide over 10 times more powerful blow to the body. In other words, the survivors will never be able to farm and will be doomed to gradual degradation. 

It is important to take into account the degree of affinity of radioactive substances and the human body. For example, after nuclear accidents take it yodnye tablets, iodine because it is intensely captured and stored thyroid gland. 

The explosion of powerful bombs in space (artificial gamma-vsplesk). 

If Earth's technology shagnet into space, we run the risk of being subjected to an attack of their own colonies. In the end, all the colony in the history of the Earth sooner or later broke against their metropolitan areas. (US grew from a British colony). 

The idea was to blast several dozen gigantonnyh bombs on low orbits, which simply prozharyat Earth to radiation. 

Integration of factors affecting nuclear weapons. 

Moderate-scale nuclear winter, the escort moderately radioactive lesion can be "synergistic" effect, which exceeds by force even the most powerful nuclear winter extracted separately. 

For example, in the event of a nuclear winter for many years, people will be able to eat livestock, which Okrestin hosting the stalls and preserved. In the case of radioactive contamination that opportunity will not. 

World explosive wave derail all glass and make it more difficult protection from radiation. 

These factors will be enhanced destruction of the most valuable objects from the direct action of the factors affecting nuclear weapons. 

Value 

If you divide the value of all nuclear programs in the United States all made bombs number, the average price, the charge will be between 1 and 40 million dollars, though both take. See Art Anisimova of SYAS China. If the full radiation Earth need 1000 bombings of the sheathing of cobalt and bismuth, this project will cost some 40 billion dollars. This is the tenth share of the Pentagon budget or cost-largest oil corporation. More precisely, it is one-thousandth of the annual world GDP. 

The probability of the event. 

More detailed calculations and accounting issues probabilities of various global risks, we will consider in a separate chapter. There must lay down the likelihood of the two options. 

classical nuclear war. 

non-conventional use of nuclear weapons as machine doomsday device day. 

The first option is determined by the probability of a work two consecutive events: the likelihood of a full-scale nuclear war between the superpowers and the possibility that this war will lead to the extinction of humankind. 

Hardly one of the powers invade another narochno, because it will not give any political or economic or military advantage, but create the risk of retaliation, the proliferation of weapons of mass destruction, lost in prostrate Power, as well as the risk of war with other powers that have nuclear weapons. 

But nuclear war between superpowers could begin accidentally, to be exact, as a result of a complex chain of events in the spirit of deterministic chaos. For example, during the Caribbean crisis, the Americans thought that they could attack Cuba, as there is no Russian nuclear weapons. Soviet military forces there were tactical nuclear weapons, which could use at their discretion, depending on the circumstances, but thought that the Americans were not attacked. That is, each side has acted correctly in the framework of their submissions and the thought impossible and improper actions of another party. Another example is a day of death Brezhneva just in case the entire nuclear submarine fleet was transferred to the state of full alert. If the Americans responded with the same, then started to race, who hit first. 

The nuclear forces are under the action of the next antinomy: 

A) Either nuclear forces under no circumstances can commit inadvertent launch - the launch, which later decided it would be wrong recognized (if left who recognize), which includes the identification of objectives, informing the president, the decision making prior to the launch of missiles and himself and pointing missiles. Please note the distinction between the definitions of "inadvertent launch" and "accidental" 

B) Or, they should be able to cause otvetno-vstrechny blow in the face of intense information likely to impede the enemy. 

The way in which this is being addressed antinomy, it depends, there are launch keys on board the submarine, or sent to the board on the radio from the center in the event of an emergency. 

While the manner in which it was organized management SYAS in leading nuclear Powers is the greatest military secret, known historically that has been chosen options when the key launch was on the ground, which is in line with paragraph B). 

You can come up numerous scenarios began inadvertent nuclear war. For example, the plane suddenly shoot with the President. Since the system of governance, and hence is a chief liaison with the most significant part of the defense, any problem on this line will be perceived as the beginning of the attack, that is why after the death Brezhneva was high readiness. 

As a nuclear war has never been, it has had a corrosive effect on public expectations as well, possibly at the risk standards in the military sphere. Furthermore, the number of countries capable of creating and generating significant nuclear arsenals. Moreover, the nuclear terrorist attack also could be a trigger for war hook, but it can organize and small country. All this may push us to the idea that the risk of nuclear war is growing. If we evaluate the in 0.5 per cent a year (or 50 per cent in 100 years), I think it would be a good estimate. However, it is possible that risk "could not live a hundred years". Either make it irrelevant even more powerful and dangerous technology, or vice versa, and unite mankind renounce nuclear weapons stockpile. 

On the other hand, the usual unintended nuclear war would not lead to the extinction of mankind certainly. If its scope would be limited to a few countries, it will be another event-scale Second World War. And then it did not interrupt the progress of progress and will not change significantly during the history of the world. 

However, nuclear war could start the chain of events that drastically reduce the level of mankind, transfer it to postapokalipticheskuyu phase, in which it will be vulnerable to many other factors extinction. For example, the war may become permanent because of a sense of revenge fighting the remnants of the country will produce and publish all new portion of weapons, particularly biological, or to build and ship the car to blast the day. In doing so, they will be subjected to a nuclear winter and nuclear fallout unknown forces. The sum of all these factors could put mankind on the brink of extinction, and this shift will issue brink case. 

Postapokalipticheskom course of events in the world will depend not only on the consequences of nuclear war, but also on what technology it will be able to survive and grow and apply. This goes beyond the consideration of this chapter, therefore, we can say that in the worst case of nuclear war get postapokaliptichesky world capable of further degradation. The chances that the lower their standard of civilization as a result of a nuclear war, occurs as 1 to 1. 

Hence, we can see that the best move in the expectation postapokaliptichesky world as a result of a nuclear war in the XXI Century - 0.5 х0, 5 = 25 per cent, if no other processes do not prevent this. Since, however, this event should be "offset by", it will be impossible because there is a stronger processes within a maximum of 30 years (this will also be a separate chapter), we can divide the balance at 3, that is, get 8 per cent chance that, in the 21 st century, we arrive at peace with postyaderny reduced level of the development of civilization. The likelihood that we vymrem postyadernogo from this world back in a few times and less dependent on the development of other factors. 

Rounding up to order, receive postyadernogo weak risk category E1 (see probabilistic risk category), and the risk of extinction final running nuclear disaster-E0 

Now we need to take into account the probability of non-traditional use of nuclear weapons. At the moment, unknown to the development of machines based on the ship the day of nuclear weapons (although some nuclear forces themselves can take them). The future may appear much cheaper ways to create a car based on the ship the day of biological weapons. Therefore, I think that would not be a mistake to say that the chances of the establishment and application of machines based on the ship the day of nuclear weapons, at least, is 10 times less chance of nuclear war itself. 

However, the chances of extinction of humanity from it is much higher than from nuclear war! Actual if the weapons used doomsday device of the day, the whole question was whether it works as intended. (Had Hitler in a bunker such weapons would be, it is likely to be used as his crude hara-kiri for the entire country.) 

Some possible integration of combat nuclear weapons and machine doomsday device day. In the novel "The Bank Shyuta" significant application of thousands of cobalt bombs are not many States led to the contamination of certain countries, as expected, and for the full contamination of the world. After opening the possibility of nuclear winter, it became clear that modern nuclear missiles could be weapons ship days if they send in thousands of cities around the world. Likewise, you can send them to stores spent nuclear fuel, nuclear stations, sleeping volcanoes and deposits of hard coal. 

That is the same weapons may or may not be the machine ship days, depending on the data commands. 

Changing the probability of a global disaster caused by the nuclear weapon over time. 

It is believed that at the moment pogodovaya likelihood of catastrophic nuclear war has diminished, as the nuclear arsenals of the Soviet Union and the United States has declined significantly. But in fact, the likelihood of the use of nuclear weapons is growing, as more and more countries openly declare that the design YAO (about 10), and in addition, countries other than the United States SSSr and desire to acquire the technical capacity of putting an arsenal of thousands of charge (refer to China, Pakistan and India). Then, the number of countries developing peaceful nuclear energy dual use, that is likely in a matter of months or a few years to begin producing nuclear weapons. Growing and the chances of fissile material falling into the hands of terrorists. 

This increased the likelihood linear and rather slow, unless invented ways principled cheaper production of nuclear weapons-production of molecular techniques and thermonuclear explosion without ardencies uranium. The emergence and - especially - the dissemination of knowledge about such methods dramatically increase the number of nuclear warheads in the world. We can be confident now that do not already have such a molecular nanotehnologicheskogo production, but can not be sure that there is no secret way to initiate direct thermonuclear explosion. Of course, if they had been, the very fact of their existence should be kept secret. (Pro someone from the atomic bomb the Americans, said: main nuclear bomb secrets that it can be done.) 

The spread of new technologies, such as nano and II, can create new ways to eliminate nuclear weapons and prevent their use. But if such weapons will be used, they do not give it special protection from attack factors. Because of this, we must say that the risk of use of nuclear weapons Jesus with us always, unless pushed by the strength of superior factors. 

Regarding weapons ship days on the basis of a nuclear-weapon-like gigatonnoy kobaltovoy bomb, in this moment, we might consider it equal to zero, because unknown to develop such weapons. On the other hand, if such a formulation was made, it would be great secret, as a country develops open arms ship days immediately subjected to attack. I believe that the likelihood neravna zero, and is also growing, but very slowly and monotonously. The launching of a new world countries, it could significantly increase. Had Hitler, it would be the day the ship weapons, it would be used in conjunction with his suicide, and he had to accept only the flooding of the metro. In other words, war, which leads to a complete conquest of nuclear power, with a high probability lead to the use or threaten to use weapons of the ship as the last argument of the day. Again, the development of new nuclear technologies, udeshevlyayuschih production, and increases the chances of developing nuclear weapons ship days. 

The strategy of deterrence in question. 

Perhaps the nuclear deterrence as a factor in preventing war overestimated. Because against non-nuclear countries, it does not apply. 

Finally, what is the winning strategy in the short term, may be losing in the long-term. That is the war superpowers have become less common, but the magnitude of the consequences of such wars has grown immeasurably. (This proved to study flooding as a result of the construction of dams are much less likely to flood, but if a dam forth, the damage catastrophic. integral As a result of the damage has not only not diminished, and even growing in the construction of dams.) 

But if nuclear weapons are not a few countries, and all, without exception, the war of all against all leaves no survivors corner of the globe. 

Mechanism spread of the conflict may be this: if there is a country A, B, C, D and a nuclear war between A and B, then left the country benefited C and D. Therefore, countries A and B may be interested to C and D also entered into a war and can attack their part of the force. C and D, realizing this, I can hit first. It's like with the economic crises in today's interconnected world, if one falls bourse in the country, it falls Exchange and all other countries. 

Finally, mutual assured destruction works well when there are only two super (number of nuclear charges). But now, and perhaps earlier, China became the third, and perhaps the emergence of new nuclear sverdezhav 

J. Leslie notes that the decrease in the number of nuclear bombs in the arsenals is not impaired by the likelihood of nuclear war, as demands that the strategy used otvetno-vstrechnogo strike when missiles launched before the enemy strikes hit the goal, because after the survivors 10% will not be enough to fully retaliation. The strategy otvetno-vstrechnogo strike more vulnerable to false srabatyvaniyam well as a decision on nuclear blow adopted only indirectly on the grounds that may contain errors, and in a very short interim period, which excludes a reflection on the nature of received signals. In fact, this decision does not depend on people but on their pre-written algorithms and instructions that blurs responsibility. In addition, otvetno-vstrechny blow constantly implies a high level of alert missiles, which in particular requires that the keys were not in the launch center, and the executors. 

Improved accuracy of the missiles is also no guarantee of stability, as well as an opportunity obezoruzhivayuschego first strike, and accordingly, may spur the weaker party to hit first before it finally lost the advantage. The same is true for the creation of a defensive shield like IMS. 

All of the strategy of nuclear confrontation is not tied solely to nuclear weapons, but will be true and if there is any more powerful weapons, including those associated with the II and nanotechnology. 

The findings of a nuclear war. 

The threat of a nuclear holocaust is often underestimated or overestimated. Underestimating mainly linked to the discourse on the theme that every disaster has been long, it is unlikely. This is the wrong judgment, because we are witnessing an event not random time, but later on in relation to a casual (casual was the time of my birth in the 70's). Revaluation linked to the common perception of nuclear winter and the radioactive contamination as inevitable causes of extinction of mankind after a nuclear war, and in response, rejecting those assessments, leading to an underestimation of risk. We must say that even though "normal" nuclear winter and contamination will likely not lead to the complete extinction of humanity in themselves, but there are ways to use nuclear weapons a special way to create a machine of the ship of the day, which exterminated all people with a high probability. 

The global chemical contamination. 

Chemical weapons are not usually regarded as a weapon end of the world. This is due to the fact that global atmospheric contamination requires very large quantities of poisonous substances, as well as the fact that this substance or chemically unstable, or easily washed out of the atmosphere. Global chemical contamination may be due to sudden sharp degassing Earth bowels, including a hydrogen sulphide in the Black Sea and gas hydrates under the seafloor. However, the main choice is the eruption sverhvulkana with great gas emissions. The very process of accumulation of carbon dioxide in the Earth's atmosphere by the burning of fossil fuels, too, can be considered part of "degassing subsoil." 

This could be a major accident at a chemical production or outcome of genetically modified organisms in the biosphere, and finally the deliberate use as a weapon. In science fiction version of the fallout was considered poisonous chemicals from the cometary nucleus. 

In connection with this find what is useful and what quantity of gas can completely poison Earth's atmosphere. It is understandable that gas and cancer is much easier to resist using gas masks and shelters than radiation and bioagnetam. 

To spread the infection throughout the Earth's strongest nervnoparaliticheskim gas VX would require at least 100000 tons of this reagent (assuming an assessment lethal dose of 1 square. Meter, that is 200 µ g). In doing so, in the First World War all used 120000 tons were CQ. Roughly the same number (94000 tonnes) gerbetsidov was used in the war in Vietnam. Current world stocks of poisonous substances are estimated at 80000 tons, although accurate data on all countries not. It is clear that the chemical weapons were not a priority, and it made much less than they could. 

It is clear also that the issue of equitable distribution (ie, delivery) is far from easy. VX Gas kept in the cold climate for a long time, but the heat decomposes in a few days. 

Tokisna lethal dose of botulism is about 0.1 µ g (What does that to kill every person on Earth would have been sufficient few hundred grams), but it is very fragile in the external environment. 

Lethal dose of dioxin - about 1 µ g (there are different estimates), but it can persist for decades in the environment and accumulate in the organism. Leakage around 25 kg of dioxin in Seveso in Italy caused the contamination of 17 km. It can calculate that the total contamination of the land would require 500000 - 1000000 tons of dioxin. It can calculate that the total contamination of the land would require 500000 - 1000000 tons of dioxin. This is the amount of several large oil tankers. Perhaps the industrialized Power could gather such a volume within a few years. 

There is also a scenario of gradual accumulation of substances in the environment, the risk of which at the beginning obvious. So it was with freon that destroy the ozone layer, and dioxins. It is also possible the accumulation of many chemicals, which individually do not give high fatality, but together create a very difficult background. This is commonly called the "unfavorable environment". 

Another option is a complete change in the chemical composition of the atmosphere or the loss of its properties fitness for breath. To do so, need a powerful source of chemicals. They may be Earth's volcanism, as described hereinafter. Other candidates: gas hydrates at the bottom of the ocean-Poisoning of methane, water vapor, if a certain way all the water vaporize (perhaps with irreversible global warming.) 

The functional structure of the chemical disaster: the poisoning of the air poison the atmosphere or loss of properties, the ability to support life: that is, to feed her oxygen, protect against radiation, to maintain the desired temperature. 

Because this disaster is relatively passive nature, then it is relatively easy to zaschititsya in bunkers. 

Unlikely options: 

• Poisoning carbon dioxide beyond the limit at which a person can breathe without a space suit (unlikely, as there is no such quantities only in the event of some sort of natural disaster). However, a large number of CO2 can escape from volcanoes. For example, Venus surrounded by a CO2 in the atmosphere hundred times more thick than the Earth, and probably much of this substance graduated from the subsoil, and on some assumptions, relatively recently. 

• There is also an assumption that the iron oxide recovery in the depths of the earth can be shaped nebiogennogo significant amounts of oxygen. And that, after 600 million years, it completely poison the atmosphere. This scenario may worsen this situation, if somewhere under the surface has already accumulated large quantities of the gas or another, and then getting them to the surface. The Pluckers-An-Nazi'at gases on the surface will not only poison the atmosphere. They will raskaleny up to a thousand degrees, as well as everywhere in the depths of hot. And if the massive release of gases (or water), he not only poison the atmosphere, but its heat sterilizes the surface. 

• Catastrophic allocation of methane gas hydrates in tundra and on the sea floor, which will not only enhance the greenhouse properties of the atmosphere, but it has poison. 

• Another option is the provision of massive quantities of hydrogen from Earth's subsurface (there is a presumption that at the heart of many of its Earth) - See "Environmental aspects degassing Earth." 

• Exhaustion oxygen in the atmosphere as a result of a certain process. (No burning fuel during thousands of years is not enough to do so.) More suitable allocation of a sudden and large quantities of fuel combustion substances. Or, as a result of effect of genetically modified organisms beyond out of control, for example, something like the nitrogen-fixing bacteria. 

• The fall of the comet with lots of poisonous gases. 

• Kataliz oxidation of nitrogen by some process, resulting in oxygen atmosphere of the entire burn, and the Earth passes fiery shaft. (This is a little afraid when hydrogen bomb explosion that will be able to run self-sustaining process of combustion of nitrogen in the earth's atmosphere.) 

• "black tide" poisoning of the world's oceans - razlitiem large quantities of oil. Immediately may not kill people but can critically undermine food chain in the biosphere and disrupt the production of oxygen uptake and carbon dioxide (which leads to warming), and, ultimately, to convert humanity into postapokalipticheskuyu stage. There may be other options poisoning the oceans. 

• The disruption of the Earth's atmosphere. What could cause this, a dramatic explosion, giving much of the second outer atmosphere of speed, or a sudden outbreak of solar heating. 

• The deliberate destruction of the ozone layer. There is an assumption that you can create ozonnoe weapons, which will result in a very efficient catalytic extermination of the ozone layer. Nevertheless, even if the flow of solar UV light will be very powerful and dangerous to humans, they can protect themselves from it with the help of umbrellas, films, bunkers, oxygen, etc. Nevertheless, the entire biosphere that is not enough. The ozone layer can be destroyed and gamma-vspleskom. "Troekratnoe weakening of the ozone protection for a few years, predskazyvaemoe calculations could lead to the extermination of most of the ozone plankton in the oceans, which is the basis of all inhabitants of a huge sea food chain." (http://www.oko-planet.spb.ru/?open&h=1&p=6_2&type=viewmes&site=235C6) is particularly dangerous if the weakening of the ozone layer coincide with the weakening of the magnetic field and a strong upsurge on the Sun. Depletion of the ozone layer is one of the processes that civilization can start now, "enjoying the fruits of" may have to be at the weaker postapokalipticheskoy stage through tens and hundreds of years. 

• Exhaustion oxygen as a result of the oxidation process. We have approximately a million billion tons of oxygen in the atmosphere, plus a certain amount of dissolved in the water. Number of fossil fuels, which we okislili in history, or are going to oxidize, measured in the thousands of billions of tons, that is much smaller. But if we undermine the ability of the biosphere to regeneration, and then lose the technology, the slow reduction of the level of oxygen will be a global catastrophe. According to some sources largest Permian extinction was due to the sharp decline in the level of oxygen in the air for an unknown reason (Dzh.Lesli). 

My subjective assessment of the probability of global chemical contamination of the order of 0.1% for the entire 21 century, ie event category E-1. This probability is particularly low because there is no such technology, and it will shrink when sufficient funds razovyutsya molecular nanotehnologicheskogo production, which could quickly clear the atmosphere, or at least protect people from infection. 

Conclusion: Although the theoretical possibility of poisoning the whole atmosphere of the gas is available, it overlap opportunity of establishing toxic and epidemiological bioagentov. Any organization or State, which may seek to poisoning the entire biosphere, much easier and cheaper it can be done with genetic design. Moreover, a person could survive such poisoning in a bunker or neutralize its protivoyadiyami possibly made by biotechnology. 

Nevertheless, the sudden and significant air poisoning can be a factor that will create one of the options postapokalipticheskogo world. 

The findings on the risks for which the technology is already available. 

Assuming that the risk of a technologically ready, should not disregard the inevitability of further technological improvement in this area, as well as the likelihood of principal discoveries in this field or related. It is important to understand that the dangers posed by the new technologies, always greater than the danger from old technology, if only because any new technology can potentsirovat effectiveness of previous technologies. 

Risks, which seems inevitable occurrence because of the ongoing nature of development technologies. 

Here we see the development of technology as a self-sustaining trend, which nepodverzhena to any external crises and risks. There is unilateralism that perspective. Later, we will review the way in which the implementation of various large and small risks may affect the development of technology and its ability to generate new risks. 

Biological weapons. 

In fact, much of the equipment needed to create a dangerous biological weapons are already ready. However, the technological trend is that the equipment cost and constantly spreading around the world, while knowledge of how to use it in injury increases. In fact, biological weapons are among the risk categories A and B. 

The Permanent Mission of cheaper machines and simplifying sekvensirovaniya DNA (ie reading and the creation of genetic code), making possible the emergence biohakerov. If a computer is already written more than 100000 viruses, the extent of creativity biohakerov may not be lower. 

Principal odnofaktorny scenario is a kind of a spread of the virus or bacteria. That spread can occur in two ways - in the form of the epidemic, or in the form of air contamination. Spanish flu epidemic has affected the whole world, except for a few remote islands. However, the hypothesis of the epidemic kills all people, is facing two problems. The first is that if all the people are dying quickly, then distribute some kind of virus. The second is that, with all the epidemic are usually people who have a congenital immunity to it. 

There may be a scenario where the world extends some animal, which is a carrier of dangerous bacteria. (So naturally extends to mosquitoes and malaria plague rats.) 

The next option is the emergence of omnivorous agent, which destroys the entire biosphere, they affect all living cells. Or if only a certain plant or animal species critical. 

Another option is binary biological weapons. For example, tuberculosis and AIDS are chronic diseases, but while contamination man burned in a short period of time. There is a hypothesis that the smallpox and AIDS were paired diseases in Africa (Supotinsky). First AIDS weakened immunity large group of people, then it vykashivala smallpox. One of the terrible scenarios-AIDS, which is as easy as the cold. 

Two-stage and possibly dangerous biological weapons. In the first phase of a certain toxin producing bacteria quietly spreading all over the world. The second, on a kind of signal or timer, it is beginning to produce this toxin once around the Earth. Some micro-organisms behave so with a major attack on the body. 

The next version weapons end of the world is in the air spraying large quantities of anthrax (or a similar agent) in a protective casing (such as shell always had long been available to combat strains). This option does not require samorazmnozhayuschegosya disease agent. Anthrax infection is a long-island in England deactivate 50 years, and is not required to contaminate large quantities of reagent. 1 gram can infect an entire building. (For example, removing the effects of pollution one envelope with anthrax in the United States one building took several years and cost hundreds of millions of dollars-it was cheaper to demolish the demolition, but it was not as if this controversy could reinvent to disperse. fact is, the ability to long contamination and causing economic damage anthrax surpasses most radioactive substances.) 

But again, in terms of the Earth's surface, we can see thousands of tons. But this number is not unattainable, in the USSR at the site in the Aral Sea was accumulated and left 200 tons of lethal strain of anthrax. He then burned the Americans. However, if a natural disaster (whirlwind) razveyalos this substance would be high in the air, it would covered the whole country. It is understandable that the production of anthrax cheaper production of similar quantities of polonium or kobalta-60. 

The next version of a dangerous BII is the agent that alters behavior. Rabies (aggressiveness, bites) and toksoplazma (loss fear) lead to the conduct of infected animals, which contributes to the contamination of other animals. Theoretically, you can imagine the agent that caused people to enjoy them and the desire to infect others. In this film version of Election in numerous films, where the virus turns people into vampires. But alas, in this fantasy can be truth. Moreover, if the establishment of such viruses will shutniki "hackers", which may draw its inspiration in the film. 

Another option is the threat of biological avtokataliticheskaya certain molecules capable Unlimited distributed in nature. Rabies is caused cow avtokatalizom special protein, called prionom. But cow rabies extends only through the meat. 

Note option even distribution throughout the biosphere by a certain living creatures, up to a dangerous toxin. For example, it might be genetically modified yeast or mold, produce dioxins or botulism toxin. 

In this confrontation as a means of creating a world invited to the immune system - that is spraying all over the world multitude of genetically modified bacteria, which will be able to remove hazardous reagents. However, new threats are possible, for instance, "avtoimmunnye reactions such Shield", that is his exit out of control. (See further chapter on billboards.) 

Another type of danger is the so-called "artificial life", that is, living organisms, constructed with a different DNA code or set of amino acids. They might be invincible to the immune systems of modern living organisms and the biosphere "eat". 

The more fantastic version of a biological hazard is the record of life from space. The chances that takes into account when astronauts returned from their long-moon kept in quarantine. 

The structure of a biological catastrophe can be very fancy. To illustrate cite a few quotations on one potentially dangerous situation. (Of it, we see how long appeared biological threat, and therefore, to the extent this is already a mature risk.) 

"Gene crisis began in summer of 1971. At that time, a young scientist in the laboratory of Robert Pollack Kold-Spring-Harbor (on Long Island, NY, USA), led by D. Watson, has been the problem of cancer. Terms of scientific interest Pollak was extensive. He not only led the study, but students and taught biology and acted as the lead radio programs on He not only led the study, but students and taught biology and acted as the lead radio programs on the possible misuse of bionaukah, in particular, whereas the emerging genetic engineering. 

And Pollack learns that another laboratory (in Palo Alto, California) Paul Berg of the planned experiments embed onko DNA (potentially cause cancer) virus SV 40 in the genome of Escherichia sticks. The consequences of such experiments? And whether there is not an epidemic of cancer (it was known that almost harmless to monkeys, the virus SV 40 cause cancer from mice and Khomyakov)? Genes containing dangerous bacteria, billions per day, according to Pollak, could represent a serious danger. 

Pollack immediately telephoned P. Berg distance on the telephone and asked him whether he preferred aware of the danger of experiments? Not whether bacteria genes to the virus SV 40 biological bomb in slow motion? 

That phone call was the beginning of an alarm, encompassing molecular biologists. Berg postponed his studies. He came to think, can really E.coli with built its SV 40? The dramatic reflection little clarified. There was no clear answer because of the scarcity of information available to the professionals at that time. " 

(Yu Chirkov Ozhivshie "chimera". M., 1989, Pp. 106.) 

"Some scientists (in Alsiomare, 1975) were sensational. Thus, it became clear that the USA was in great scale experiment has been put on unwitting human subjects. It turned out that the polio vaccine contaminated viable virus SV 40. For 10 years, from 1953 to 1963, this contaminated vaccine about a rule, hundreds of millions of children. It revealed that the virus SV 40 remains in the body. Fortunately, however, no increase in the frequency of cancer among these children have been identified. " page 109 

"Eddie West, in his article" Polio ", reporting on the connection virus SV-40, who contracted polio in human tumors:" By the end of 1996, dozens of scientists reported the discovery of the virus SV-40 in various tumors and bone marrow, which was more at 30% over the past 20 years. then Italian scientists have found SV-40 in seed liquid 45% and blood 23% of healthy donors. This meant that SV-40, apparently transmitted sexually and from mother to child. probably now the virus is embedded in our genome. " 

http://www.homeoint.org/kotok/vaccines/news12.02.htm 

Others refute the data. 

Price: The biological weapons now considered one of the cheapest cost of death-it is a few cents. On the other hand, for the production of advanced reagents like anthrax for military purposes need big secure laboratories and polygons. It can be even cheaper, given the ability of the agent samorazmnozhatsya. Already used BEHRINGER DNA can be bought for the amount of 200 dollars, and every year the price of these devices is falling in times, but the quality is increasing. See text for Dummies "Biovoyna" where people with no knowledge of biology, of a withdrawal-and displays-fluorestsiruyuschuyu yeast colony for a small period of time and a small amount of money. 

Already, the creation of biological superbomby thousands of times cheaper than a comparable establishment of a nuclear-weapon-lethal force. When the spill cost technology production arbitrary living organisms with pre-defined functions, the cost of manufacture of such weapons may drop to a few hundred dollars. 

Most say that biological weapons are not suitable for military affairs. However, it can be special-designation as a weapon in the rear kriptoudarov enemy and defensive weapons as a universal machine-ship days. 

Moore's Law to biology. Progress in biology is not less rapid than in the field of computers. For example, in the field of DNA sekvensirovaniya value decreases every year twice. Thanks to the human genome project, which is in 90 th years has taken 10 years and millions of dollars to the 2010 - m for the year will be carried out day and cost 1000 dollars. 

Time: Given the availability of its "Moore's Law" in biology, which means cheaper and improving the quality of the equipment each year, as well as an increase in the number of the equipment in the world, and the dissemination of knowledge in its application, I expect significant emissions in the biosphere of dangerous biological agents designed for 10 years. In addition, these emissions will go on the rise, too, in accordance with its law, Moore. 

Samorazmnozhayuscheysya BEHRINGER. Biotechnology may potentsirovat themselves - that is perhaps the emergence of intermediate biological forms, which simplifies writing and the cultivation of new viruses. For example, this may be the culture of bacteria, which translates directly to the sequence of electrical signals in the DNA chain, or, conversely, reads the DNA and makes this information in the conversation light flashes, which can be read by computers. The very proliferation of such devices, along with a library of codes (in digital form) major viruses and proteins, it would be a catastrophe. 

Multi biological strike. While the spread of the epidemic one is likely to be stopped, but the epidemic is caused by several dozens of different types of viruses and bacteria that withdrew out of control in many places around the world, even technically impossible to stop because the person can not be simultaneously introduce several dozen different vaccines and antibiotics, it will die. If the virus from 50 percent fatality was a very big disaster, the 30 disparate viruses and bacteria from 50 percent fatality would mean a guaranteed extermination of all who do not hide in bunkers. (Or about 100 different organisms with a 10 percent fatality.) 

Multi-kick and could be a powerful tool for biological warfare, and weapons ship days. But it can happen by itself, if there are many acts at the same time the spread of biological agents, and even casual. Even a few individually lethal agents can weaken the immune system are rights that will further its survival unlikely. 

Biological weapons must not only be fatal, but contagious and easily transmitted to pose a threat to humanity. Genetic technologies offer tremendous opportunities not only to create lethal weapons, but also to create a means of delivery. You do not need to have a great fantasy to imagine a genetically modified malaria mosquito, which can live in any environment with enormous speed and spread throughout the world, introducing a popavshemusya each agent. Or poll. Or locusts, all living together poedayuschuyu raspylyayuschee and anthrax. However, the future will be much more biokonstruktorov fantasy. 

But bacteriological warfare can go in a bunker, although infection from it can be longer than radioactive. Moreover, the shift to "mechanical" body, download consciousness into a computer and harnessing nanotechnology drastically reduce the vulnerability of "rights" to any biological and radioactive agents, but made it vulnerable to other samorazmnozhayuschimsya agents, such as computer viruses and nanoroboty. 

In fiction distributed image mutants attack on the last human bunker. Normal radiation, but is not able to produce aggressive mutants. On the other hand, naturally, there is rabies virus (Neuroiyctes rabid), which affects the behavior of the animals so that they become more actively spread (bites). It is not difficult to imagine a more advanced genetic engineering technology product, which turns any animal in being aggressive against configured rights. Fantasticality itself such a project could be an incentive to implement it, since modern culture permeate ideas about vampires and Zombie as a result of experiments in the laboratory (eg, the recent film 'Resident Evil' - 'Resident Evil'). In other words, the idea to produce zombi-virus could be attractive to biohakera challenge. It infected people and animals would have sufficient mind and technical means to break different types of protection. 

A similar plot was to the attacks of 11 September when it became clear that Hollywood movies were not fantastic videniyami and samosbyvayuschimisya prophecies. In other words, culture is able to turn a very unlikely scenario in an important goal. 

The probability of use of biological weapons and its distribution over time. 

If the growth of biotechnology, it would be the only factor in technological progress, then sooner or later would be dangerous bioagenty made and used. And if this technology would be developed slowly enough, the application of each individual case bioagentov could be in some way limited. In terms of global catastrophe it is dangerous to the simultaneous use of a very large number of diverse biological agents. 

But biotechnology is not sufficiently developed slowly, as some new discoveries they can be used to commit subsequent discoveries (for example, techniques and recognize DNA synthesis). Because of this, they have developed at least exponentially. This means that the number of dangerous agents that can be vybrasyvaemy into the environment, too, will grow exponentially. 

Therefore, we can say that although there is now the likelihood of certain dangerous viruses, but it is likely that there is no danger of mass application of many agents. But after some time by its very logic of biotechnology will reach a level where they will not only enable regularly released into the environment bioagenty dangerous, but doing so is so massive that it will create chances extinction of humanity. 

I appreciate the likelihood that biotechnology will lead to the extinction of mankind (at a time when their effects are not overlap other technologies) in the tens of percent, that is, in the probability category E1. This estimate is based on the assumption of an inevitable very widespread very cheap devices that allow quick and easy to create many diverse biological agents. That is equally widespread bioprinterov as it is now conventional computers. 

Bioprintera dangerous to list properties (minilaboratorii cheap) once again: 

1) the inevitability of the outbreak 

2) cheap 

3) widespread 

4) uncontrolled power 

5) the ability to develop innovative bioagentov 

6) ease of use 

7), created by the diversity of objects. 

I believe that the device that meets these requirements will consist of a computer, distributed pirated program with a library building blocks, and indeed the biological part bioprintera that will be genetically engineered living creature, that is able to samorazmnozheniyu. (Plus set on the equipment available, like receptacles for himreaktivov.) feed distribution of the kit may be criminal community that produce drugs. Because computers are already available, but the program itself and the living part bioprintera able to unrestricted copying, the price of the device in the collection will neogranichenna small, but very big attraction, which will make it very difficult to control. 

Craft produced bioprintery - needinstvenny way to create a biological hazard. The same will happen and in the dissemination of certain standard for compact minilaboratory biosynthesis (like DNK-sekvenserov), or in the production of biological components of the network, which is already taking place when the ingredients are ordered in different firms around the world. 

The probability of a global disaster involving bioprinterov will quickly grow to the extent of such devices and their distribution. That is, we can describe the probability density in the form of some sort of curve, which now corresponds to a small, but not zero value, but after a while vzmyvaet to very large sizes. It is interesting rather than the exact form of this curve, and the time when it begins to rise sharply. 

I appreciate the time value in the order of 10-15 years in 2007 (2017-2022). (Independent evaluation given by Sir Martin Rice, who, in 2002, made a bid in 1000 dollars, that prior to 2020, there bioterrakt with one million victims, p. 74.) This estimate is based on an analysis of the industry plans for cheaper full recognition of the human DNA for those plans by 2015, such a pattern would cost around 1000 dollars. These plans offer some promising set of technologies and exponential curve of cheaper, which is steadily observed to date (article in the magazine "Science" in the world). If by 2015 the pattern will cost so much, it would mean that it would be a key technology for a very quick read-DNA, and it can be assumed that the same technology will be established for the low-cost DNA synthesis (actually easier to synthesize, and the technology already exists). Based on these technologies will be a library of values different genes that lead to an explosive understanding of the principles of work of organisms, and developed by the time the computers will be able to model the effects of different mutations. Together, this will create bioprinter described above. 

What accounts for the probability density peak, in my estimation, at the time, about 2020, does not mean that terrorists now are not developing any Brood very dangerous viruses in the various different laboratories. 

The probability of the application of biotechnology, leading to a global disaster can be reduced following factors: 

1) Biotechnology can be survived in bunkers

2) The first serious catastrophe is the diversion of dangerous biotechnology will lead to draconian measures of control so that they will be enough to prevent the creation or extension bioprintera. 

3) II and nano technology razovyutsya before bioprinter appears and spreads. 

4) A nuclear war or other disaster will stop the development of biotechnology. 

5) It may be that biotechnology will create a sort of universal vaccines / artificial immune system faster than minilaboratorii dangerous spill. 

Conclusion: there are myriad ways to use biotechnology to the detriment of humanity, and many are still not yet fully explained. Although each individual application of biotechnology can prevent or limit its effects, cheap, secrecy and the prevalence of these technologies makes them abusive use virtually inevitable. In addition, many biological risks can be maloochevidnymi and holds on in time, because the biological science still evolving. The widespread use of biological weapons far worse and much likely than the classic nuclear war. 

Superdrug. 

One scenario superdruga proliferation in the future Strugatskimi proposed in the novel "Things Carnivora century," where powerful drug that is 100 percent addictive the first time, is very easy to make a radio and a number of other public components, which directly affects the pleasure center in the brain. This scenario involves pure than the spread of a certain substance, and the proliferation of "knowledge" of mass destruction. On the one hand, we can say that no drug is not to attract the entire population of people because there will always be people who are the principle of it abandoned. On the other hand, we can identify several sverhnarkotikov possible in the future, a common sense action that is the person you turn off from social life. And people who withdraws from the same class of drugs, may aspire to another. Thus, in modern realities and not someone drinks alcohol, but "sitting" on the coffee. Someone not watching TV, but "<stylers@mandali.com>" on the Internet. 

Sverhsilny Drugs can be like a contagious disease, if some people will seek to infect others, and those not infected to be. 

Superdruga Type: 

1) The direct impact on the pleasure centers in the brain. There are developments on the effects of using rotating magnetic field (Persingera helmet, a helmet Shakti), transkrinalnoy magnetic stimulation, electrical stimulation of brain activity patterns, audiostimulyatsii (binauralnye rhythm), fotostimulyatsii. 

2) The future of robots would allow for the emergence of a direct readout of information and stimulation of the brain. 

3) Bioinzhineriya would create genetically modified plants, which will be raised to create any drugs, and look at this as an ordinary room or coffee-colored mushrooms. Moreover, the spread of these plants may not only physically, but also with the help of DNA code on the Internet, so that the end user will be able to grow them on the spot with your "DNK-printera". 

4) Knowing in biology allow come much more highly active substances with rigidly assigned properties, and with fewer side effects, making them more attractive. 

5) Genetically modified organisms may build up in the human body itself, create new neural path in the brain to cause even greater pleasure. And while reduce short-term negative effects on health. 

6) Virtual reality will inevitably make a step forward. We will be able to record their dreams and to increase awareness in them, the idea of combining eastern meditativnyh practices and technological possibilities for their use virtual reality with the help of brain implants will be able to create a much more vivid movies than modern movies and video games. Helmets for virtual reality will be much better. 

Obviously, the possible combinations of different types of absolute drug, which will only reinforce it. 

I would be called an absolute some drug that has been attractive for anyone normal reality and it completely away from this reality. It can be divided fast and slow absolute drug. The first offers delights for which the person is ready to die, the second is a new reality in which there can be a long time. 

QUICK drug is a global danger, if its mechanism of action in a certain manner prescribed mechanism of contagion. For example, if the trip is only after the drug transferred to another three people. In a sense, this mechanism operates in criminal gangs traffickers where drug addicts forced podsazhivat their friends to selling them to drug, provide a dose. 

Effects of Drugs can slow the absolute submit to the following example: If your favorite relative, or in Virtual resigned irrevocably, it is for you, this will be a source of suffering, comparable to his death, and the only way to avoid them will also take in its Virtual ideal, which you can reach him to communicate with, say, an electronic copy. 

Because of this, everyone will be lots of entertainment, far beyond any reality. This raises the difficult question, the extent to which people completely and irrevocably in a bygone incomprehensible satisfied and enjoy it, must be considered a living? And if we unreservedly condemn a certain primitive torchka, how we should apply to human beings, forever in a bygone world vysokohudozhestvenny historical reconstructions? 

We must realize that the harmful effect of many drugs far not obvious, and may not occur very soon. For example, heroin and cocaine long time, the years have been selling in the open, easily accessible and LSD. 

Drug locks function reinforcements, but from the perspective of evolutionary mechanisms for obtaining pleasure does not have a real purpose of the body. Instead, the substance must remain unsatisfied enough to constantly strive for the conquest of new territories. 

Absolute drug creates an opportunity next dilemma: humanity as a whole ceases to exist, but every single actor perceives the event as a personal paradise, and very pleased with that. 

Creatures lured away from reality and sits virtualom, returning nothing in return, are useless at narostom system, which it stryahnet the next crisis. This is one of the ways in which the absolute infatuation drug could lead to universal extinction. 

The probability of occurrence superdruga looks extremely high, as it can be achieved in many ways, not only through the success of biotechnology, but also in nanotechnology, in the II, as well as through a kind of accidental invention, combining existing technologies. 

So we can expect that this will likely grow, and will grow faster than any of the technology advances made separately. Since we have assumed that biotechnology will give a strong result in a bioprintera after 10-15 years, it means that we get superdrug first time. Furthermore, the mechanisms for implementing superdruga may be easier than bioprinter. 

Prevent superdruga may very strict system of universal control or reverse in a deep dotehnologicheskoe society. 

Conclusions: Drugs can totally do not wear the title of "drug" and not be similar to modern stereotypes. Absolute Drugs will not be something one, but will be many factors working objectively on the division of people, their disconnection from reality and life and reducing their ability to reproduction. Absolute Drugs can look like an absolute good, and the question of its harmfulness can depend on the point of view. In a sense, modern entertainment culture in western countries with low fertility rates could be such a drug. However, the absolute still Drugs alone can not exterminate all people, as there will always be groups that have renounced it and continued their normal human life, and, ultimately, the "natural selection" will leave only representatives of those groups. Moreover, the absolute slowest drug acts on the human community in the temporary gap, which is likely to override a faster hazardous processes. Quick like a biological absolute drug epidemic, and it can be countered by the same methods. For example, possible biological agents that damage to the unrestricted ability to delight (and this is already being developed for the treatment of addicts, such as laceration certain neural connections), so the absolute drug, but rather must be seen as a factor that opens a window of vulnerability for the destruction of other factors. 

The risks associated with samokopiruyuschimisya ideas - Meme. 

The book "Egoistichny gene Doukins justified" pig-concept ideas that can replicate move from one person to another, so behave, for example, rumors. Any area where there can samovosproizvodyaschiesya elements, and that can be applied to all people, is a source of potentially global risk. Chance of whether such Meme, which could lead to the death of all people? 

On the one hand, we have examples in the history of extremely dangerous pig: fascism and various forms of religious fanaticism. On the other hand, Meme to apply, we need human beings. And because people already exist long ago, it may be assumed that there is no such dangerous pig that could easily samozaroditsya and exterminate all. Finally, Meme is the only idea, and it does not kill itself. There is little indication that the idea is possible, which would impact on all people without exception, and the impact would be fatally. Finally, in society, there is a balance of different pig. 

However, in this era of acquired Meme exist and the possibility of people - regardless of the texts and computer programs. In an unfinished novel by Nabokov "Solux Rex" Hero offers some idea, which instantly makes it insane and put to the brink of suicide. It opens up the idea of one man, and he immediately die from heart break. More decides it does not speak to anyone, not to have problems. The very dangerous idea that is not named in the text. (All of these considerations are correct and biological viruses, but this does not mean that man is not possible outbreak of epidemics.) 

In the modern era samokopiruyuschiysya dangerous Meme may receive some support from dangerous technology (in a Japanese horror movie "The Ring" Meme has played such a role with a dangerous video cassette recording.) Obviously, now that I can not come example Meme really dangerous, because if I wrote it here, it would be a criminal act. Information on how to make a dangerous sverhnarkotik would be such a dangerous Meme. 

And just as in the case of biological weapons is dangerous not a particularly virulent virus any, and the capability to produce many different strains faster than is possible protection from them, and there may not be a dangerous one Meme, a fact that appears so much that they zatopyat any protection. For example, artificial intelligence can generate dangerous Meme. 

List of pig now, which, to some extent, dangerous. 

1) religious fanaticism 

2) knowledge about drug production 

3) nationalism 

4) cynicism 

5) device gang M13 

6) samosbyvayuschiesya prophecy of disasters 

Artificial intelligence. 

There are different theoretical views on the possibility of artificial intelligence. Moreover, none is more controversial area of knowledge than science II. My view is that a strong universal II is possible. Furthermore, once people have them, then there is no reason to write II incredible discovery. 

However, the literature on whether II global risk is much smaller than nuclear weapons. In fact, much of this work E. Yudkovskogo. I encourage all before its final form and unshakable opinion of whether II to be a threat to humanity, read the first article "Art E. Yudkovski 

hearts intelligence as a positive and a negative factor for global risk ". 

Threats from artificial intelligence to be extremely controversial, as long as there is the very object and its nature, there are many different views, in terms of the number that it is impossible legkokontroliruem, safe, restricted - or should not be restricted. Yudkovski argues that the possible self universal II, and that it is very dangerous. If many II projects, at least one of them can be used to attempt to seize power on Earth. And the main purpose of such a seizure would prevent the creation and dissemination of hostile II created other projects. However, the literature on whether II global risk is much smaller than nuclear weapons. In fact, much of this work E. Yudkovskogo. I encourage all before its final form and unshakable opinion of whether II to be a threat to humanity, read the first article E. Yudkovski "Artificial intelligence as a positive and a negative factor for global risk". 

Threats from artificial intelligence to be extremely controversial, as long as there is the very object and its nature, there are many different views, in terms of the number that it is impossible legkokontroliruem, safe, restricted - or should not be restricted. Yudkovski argues that the possible self universal II, and that it is very dangerous. If many II projects, at least one of them can be used to attempt to seize power on Earth. And the main purpose of such a seizure would prevent the creation and dissemination of hostile II created other projects. At the same time, though evolution II is very slow, after overcoming some sort of "critical mass" it can go very quickly, that is, when the level reaches samouluchsheniya II. At the moment, we can not say whether this is possible, and the speed with which the process will go. 

What you need to II in terms of technology. 

Obviously, you need a minimum of a sufficiently powerful computer. Now the most powerful computers have some power petaflopa (10 ** 15 operations with floating point per second). According to some estimates, it is enough to emulate the human brain, and hence II could work on such a platform. Such computers are available now only very large organizations for a limited time. But Moore's Law implies that the power of computers will grow over 10 years to 100 times. In other words, the power of desktop teraflopa rise to the level of, and need only 1000 desktop computers combined in a cluster to recruit desired petaflop. The price of such a unit would be about a million dollars at current prices - the amount available, even a small organization. No special miracles do not need to do so: enough to realize almost ready mnogoyadernosti developments in the area (some firms now offer crystals with 1024 processors on-board 'Kilo processors at the tip of the finger in the times ahead of the classic stones' 

http://www.membrana.ru/articles/technic/2006/04/05/190100.html 

), and reducing the size of silicon cells. 

Then when II finally start, they will be able to optimize its own code, and through this work at all weaker machines, or become more powerful on the same machine. Once they learn to make money on the Internet, it can to finish bathing or simply rent additional capacity, even physically removed from it. (See details Bostroma article "How much left to superintellekta"). 

So, although adequate hardware for the II there now, after 10 years, they have become readily available, if not a disaster happens, retarding development. 

Most thinnest point on the issue of AI algorithms is the issue of his work. On the one hand, no intelligence in computers, we have not seen or do not want to see, because the criteria have changed. In addition, advances in algorithms and in general there are very great. For example, the numbers on the decomposition algorithm multipliers improved faster than computers, that is, even on very old computers he gave to the many orders of magnitude more powerful results. 

Why II is a universal absolute weapon. 

Heavy II, by definition, can find the best possible solution to any challenge. This means that it can be used for all purposes in the outside world. He will find the best way to use all available tools to implement it and cope with the management. It is in this sense, it is an absolute weapon. What he can be the most effective means of killing, and the consequence is just one of the possible options. 

AI and the problem will. If we have a machine that can solve any problem, then we can come to be called to the way in which it conducted itself an administration. 

The system aims. 

The key is to make the issue of objectives II, or, in other words, its "friendly", at least in relation to its owners. There are two options-II or strictly alert people to some purpose, or it has acquired certain goals accidentally in the process of its development. In the first case, there is a next-goal razvilka II can be dangerous for the whole of mankind or because it established a certain group of people has a destructive purposes, or because the systems in programming purposes II of the error is very thin mistake, which leads to a gradual exit due II under control. A long list of possible errors of this kind. For example, II can to strive for the benefit of all people, and to learn that after the death of people waiting for paradise, send them all there. Or, assuring the security of people and prohibit them not to take risks and use by any transport. There SIAI recommendations about how to program correctly strong II if it is established, but the issue is not completely resolved. 

II-proektov The fight among themselves. 

Already among the companies working II, is tough competition for the attention of investors and for the regularity and ideas. When a certain company will create a powerful first II, it would be a choice, or use it to control the world, or be at risk of the competing organization with unknown global objectives will do so as soon as possible-and muffle the first company. "With the advantage of the threat of attack must be losing this advantage." At the same time, this need is not a choice-it mystery has been discussed in the press and certainly will be known to all companies that come to the creation of a strong II. It may be that some companies refuse in such a case from attempting to establish control over the world first, but the most powerful and aggressive are likely to choose to do so. This need to attack first would mean that freedom will be issued at substandard and nedorabotannye II version with unclear objectives. 

Even in the 19 st century patented phone almost on the same day in different locations, so that the gap between now and the first in the race and the catching can be days or hours. 

What has this gap, the more intensely will struggle because lagging project will have to resist by force. And perhaps provide alternative when one II-proekt will have control of nuclear missiles and attack other laboratory projects. 

Smarter people. 

There are assumptions (Penrose) that the human intuition caused particular quantum processes in the human brain. Even so, the powerful algorithms can do without intuition, providing the necessary result in the forehead. Nevertheless, there is the option to circumvent this obstacle by creating genetically enhanced rights, embedded in the brain which means access to the Internet (the so-called neyroshunt). There may be other means of integration and living neurons with conventional machines, as well as quantum computers. Therefore, we can not consider that the theory Penrouza guarantees us from dangerous II. (See also the subject of my article "On the possible causes of underestimating risks.") 

AI and its applet. 

When there is a strong II, it will have to form their own small copies to send them, for example, in the expedition to other planets. Accordingly, it will provide them with some sort of system of goals and a kind of "friendly" or rather, vasalnostyu towards him. Failure of this system, the goals would result in such an applet "revolt". For example, the function of self-subordination feature organically contrary dangerous orders. This could take a very subtle form, but, ultimately, lead to a war between versions of a II. 

Riot II. 

Riot computers is more a way of the film came as a real possibility, because there is no II of their desires as long as their people will not create it. However, some types II, for example, created through genetic algorithms, a method already set to fight the establishment and survival. 

Further, whatever the main objective of the II, he will have one common goal is to survive, it has to protect itself. And the best kind of defense is a good offense. 

The most real is the danger that people will II team, not produmav all the consequences of its implementation and not leaving loopholes to change it. 

The probability of spontaneous generation erroneous commands small. 

Speed start. 

In terms of the speed of the process may be three options: a quick start, a slow start, and a very smooth start. "Quick Start" - II reached the level of intelligence, many orders of magnitude superior to the human in a matter of hours or days. To do so is to begin a chain reaction in which a growing increase in intelligence provides great opportunities for all of its subsequent increases. (This is already happening in science and technology, while supporting Moore's Law. This is like a chain reaction in the reactor, where the rate of reproduction of neutrons more 1.) In this case, it almost certainly ahead of all other projects to develop II. His intellect enough to "seize power on Earth." In doing so, we can not say how such a seizure would look like, as we are unable to predict the behavior of intelligence, surpassing us. Objection that the II is not actively wants to show itself in the outside world can dismiss on the grounds that if many copies II-proektov or II program, at least one sooner or later will be tried as a weapon to subdue the entire peace. 

Scenarios "rapid" strata: 

• II captures the entire Internet and its resources has subjected itself. Then penetrates into all closed network. This scenario requires for its realization some time hours. The seizure was referring to the power to manage all machines on a network and to have their own calculations. But even before the II and the process can take all the necessary information from the Internet. 

• II orders in a certain laboratory synthesis of DNA code, which allows him to create radio bacteria that synthesize under its administration increasingly complex organisms and gradually create nanorobota, which can be applied for any purpose in the outside world, including the introduction of other computers, brains of people and the creation of new computing power. (Speed: days) (In detail the scenario considered in Article II of Yudkovskogo.) 

• II involved in communicating with people and becomes infinitely effective manipulator human behavior. All people are doing exactly what wants II. State seeks similar propaganda purposes and even reaches them, but compared with the II will be much stronger because it will be able to offer everyone some transaction from which he will not be able to refuse. This will be the most cherished desire of promise, blackmail or hidden indoctrination. 

• II has subjected itself and the government system it uses existing channels for the government. Residents of this state can have anything to miss. 

• II army has subjected itself, managed electronically. For example, battlefield robots or rockets (the script from "Terminator"). 

• Ii is a fundamentally new way affect the human conscience (Meme, pheromones, electromagnetic fields), and applies himself or distributes it through its control. 

• Something we absolutely not obvious. 

• One sequential or parallel combination of the above-mentioned methods. 

Slow Start II and the fight around among themselves. 

In the case of "slow growth" scenario II takes months and years to come, and it means that most probably it will take place simultaneously in several laboratories worldwide. As a result, there is competition between different II-proektami. This is the struggle II with several different systems for the purposes of rule over the Earth. This fight can be armed and be at the race course. In doing so, it will benefit from the projects, a system whose purpose had not pressed any moral framework. In fact, we are at the heart of the war between the various types of artificial intelligence. It is clear that such a scenario is deadly for mankind. In case scenario sverhmedlennogo II at the same time suited to the thousands of laboratories and powerful computers that perhaps does not give advantage to any project, and between them set a balance. But here, too, perhaps fight for computing resources and drop out in favor of the most successful and aggressive projects. 

Users can also fight States as a kind of ancient forms of artificial intelligence, using people as its individual elements, and new II, using as a vehicle of computers. And although I am sure that the state would lose, the battle may be short and bloody. 

An exotic options can be presented a case where some States managed II computer, and others normally. 
The peculiarity of the system that it was initially distributed, and some people follow their interests, or the instructions are only shestrenkami in this gigantic machine. The state as impersonal machine has been described in the literature, including even Karl Marx. There is also an interesting theory "on Levenchuka Golemah" and "Leviafanah". However, only recently the world's social system has become not just a machine, but an artificial intelligence capable of self-focused. 

The main obstacle to the development of this system has already podchinivshey world economy, science and communication is a nation-state with their national armies. The creation of a world government would facilitate the formation of such a unified II. But until that is a severe struggle between States to make on the planet whose conditions combine. And also fighting forces, which conditionally called "anti", and other elements of the anti-Islamist, radical environmentalists, nationalists and separatists. War of the merger of the planet will inevitably be fraught with the world and the application of "arms ship of the day" those who lost everything. But perhaps integration and peaceful world through a system of contracting. 

The risk, however, is that the machine is a global world will begin to crowd out people from different spheres of life, at least economically, depriving them of work and consuming resources that could otherwise be spent people (for example, 2006-2007 food in the world This was at 20 per cent, in particular, because of the transition to biofuels). In a sense, people will be left with no alternative but to "watch TV and drink beer" (see details in the section on sverhnarkotike). 

Human aggression is likely to be offset control systems, and genetic manipulation. Eventually, people will be reduced to the role of domestic animals. It is to take people for them would be to create a more vivid and pleasant "matrix", which has gradually become a sverhnarkotik, vyvodyaschy life of the people. Unlike the famous movie plot, the people themselves in a continuous zalezut "virtual reality" because on the surface they will do nothing. The natural instinct of life inspire some people to try to destroy the entire system, which has again global catastrophes or extermination of people. 

It is important to note the following-by whomever created the first strong artificial intelligence, it will bear the imprint of objectives and values of this group of people, but the system itself will seem to them the only correct. For some, the main objective will benefit all people, for others the benefit of all living things, only to third-righteous all Muslims, for the fourth-benefit only those three programmers who created it. And the very nature of the benefits, too, would be very different. In this sense, the first time the creation of a strong point razvilki II is a very large number of options. 

"uprising" robots. 

There is a dangerous scenario, which are distributed worldwide household and industrial robots, and then all the virus infects a computer, which adjusts for their rights against aggressive behavior. All probably experienced at least once in their life with a situation where the virus is damaged data on the computer. However, this scenario is possible only during the "window of vulnerability" when there are already mechanisms that could operate in the outside world, but do not yet have enough advanced artificial intelligence, or that could protect them from viruses, or to comply with the very function of the virus, taking them for long. 

There is a scenario in the future where a computer virus is spreading across the Internet, struck nanofabriki worldwide and is thus a mass infection. Nanofabriki they can produce other nanorobotov as well as poisons, viruses or drugs. 

The uprising army of robots. Army industrialized nations aimed at the complete automation. Once it is achieved, a huge army, composed of DRONOV, wheeled robots, and service arrangements can move, simply obeying orders from the president. Accordingly, there is a chance that will do the wrong order and that the army will begin to attack all people running. Note that this scenario does not need superintellekta universal, and vice versa, in order to master a universal superintellekt Earth, it does not need the army of robots. 

The control and the possibility of extermination. 

From what determines II control of the Earth, does not necessarily follow that he immediately decided to exterminate people. (Although casualties are possible during the process of verification.) After all, people live within States, which is immensely superior to them in scale, resources and goals, and did not even perceive it as wrong. 

Therefore may well be that the earth II supports the order, prevent risks and engaged in the global development of the universe. It may be that this is our best option. 

• Options: skew programmed II destroy people for their own good-will send to heaven, superdrugu supposed to, the prohibition in secure cells. (See Yudkovski. critical mistakes Table II.) 

• HARMONY II will be on people, but the people will constantly fight with him, so it will be easier to exterminate them. 

• II will require resources and the Earth would have to spend to make people's lives impossible. This can happen in the same form and in the phase-out in the spirit of "fencing". (However, in space and terrestrial subsoil, it seems, a lot more resources than at the Earth's surface 

• II will serve the interests of only a small group of people or one person (possibly loaded in the computer), and they decide to get rid of people. 

• II dies loud and mad. 

• II solved on a dangerous physical experiment. 

• A certain piece of it otkoletsya II and the war will go on it. Or we will meet in space II opponent. 

• II only to prevent the emergence of competitors, but will not interfere with people kill themselves with the help of biological weapons and other means. 

People killed Neanderthal, because those were their direct competitors, but not particularly wanted to exterminate chimpanzees and small primates. So we have a fairly good chance to survive when Ravnodushnom II, but life is not full of this - that is, it will not realize all the opportunities that people can achieve, if they have established the correct and friendly II to the present. 

AI and its purpose. 

AI will be dangerous in the following order: 

• On narochno alert for the effective destruction of lives. (The most dangerous option). 

• On alert at achieving certain goals abstract, but in some situations, people are beginning to disturb him, and his goal becomes struggle with them. (It calculates the number of PI with endless number plates, and it lacks resources.) In this case the possible compromise. 

• On alert to achieve benefits for the people, but also bring this idea to the absurd. (For example, sends all in heaven.) success of the people in this case depends upon whether the left loopholes for clarification purposes II system after its launch. 

• He has no goals against people, but as a result of his activities, people pushed out of life. (For example, unemployment is endemic.) 

• II has some positive goals, but as a result of internal mistakes is beginning to behave chaotically, creates dangerous technology or falls on the warring parts. 

AI and the state. 

AI is absolute weapon, the power of which is still undervalued States, as far as we know. However, the idea of nanotechnology has already entered the minds of the rulers of many countries, but the idea of the strong and II is not far from it. It is therefore possible decisive turn when the state and large corporations realize that the II is the absolute weapon, and they can acquire someone else. Then small private laboratory will podmyaty large public corporations, as happened after the opening of a chain reaction in uranium. Note that there is a DARPA project to develop II (http://www.darpa.mil/ipto/programs/bica/), but he is positioned as the open and in the early stages. 

Another option is a small group of talented people create II before the government will understand the value-indeed, the danger emanating from II. However II created a separate State, but rather will be national, not universal. 

The likelihood of II. 

The probability of a global disaster-related II, a piece of probabilities that he ever will be established and that it would be wrong to apply a certain way. I think that one way or another II will be established during the XXI century, unless no other catastrophe will not inhibit technological development. Even if attempts to build II with the help of computers tolerate collapse, there is always a fallback option: namely, advances in brain scan of his permit to create electronic copies, and the advances in genetics to create a genetically-enhanced human brains. Electronic copies of the normal brain will be able to run a million times faster, and if there will be copies of this highly ingenious properly trained and brain, to be merged into a virtual thousands NII, in the final analysis, we can still get intelligence, in millions superior human quantitatively and qualitatively. 

Then there are several interim stages, which can be dangerous II: 

Startup: 

1) The moment the first launch: the risk of uncontrolled reproduction. 

2) The moment when the first owner II is aware of its advantage that it can use as an absolute weapon and for all purposes on Earth. While these goals can be good at least for some people, there is a risk that the exercise will begin II incorrect behavior in the distribution of Earth, whereas in the laboratory, he acted perfectly. 

3) Time when the owner was aware that even if he did nothing, someone else very soon establish its own II, and can use it to achieve some other purpose on earth, in the first place, in order to deprive our ability to use its owner II in full force. This prompts II created the first try to stop other projects II. But he has a dilemma: to use more crude II or miss. This creates the risk of use, and unreconciled system goals. 

4) Next-risk phase of the struggle among several II for control of the Earth. The risk that would apply many different weapons, which will affect people. 

Clearly, the whole start-up phase accommodate in a few days. 

Phase functioning: 

5) At this stage, the main risk was that the system objectives II contains some non-obvious error, which can kick in unexpected ways after many years. (See Table text "critical error" Yudkovski Druzhestvennogo II.) It can manifest itself or overnight, in the form of a sudden crash, or gradually, in the form of some kind of process, gradually vymyvayuschego life of the people (like sverhnarkotika and unemployment). 

Now, we are unable to measure the risk posed at each stage, but it is clear that he is not 100 per cent, but significant, which is why we refer to it in the category of "10 per cent" risk E1. On the other hand, the establishment of an effective II dramatically reduces all other global risks, so the actual contribution II in probabilistic risk picture can be negative - that is, it reduces the total establishment of a global risk. 

Other risks associated with computers. 

These risks related to the fact that certain vital computer network ceases to perform its functions, or network, with access to dangerous Resources, gives some dangerous team. Currently, the computerization of the Earth has not yet reached a level that the very existence of people depended on proper working computer network, but some complex systems, such as space station ISS has been threatened with death or emergency evacuation due to malfunction in the vitally computers . However, the level of computerization and vitally hazardous steadily increasing, and accommodation in a modern city becomes physically impossible without the continuous filing of certain resources, particularly electricity, which is controlled by computers. 

On the other hand, computer networks, whose erroneous behavior can be dangerous to run a process that already exist. In the first place, now it is the system that control nuclear weapons. However, when bio and nano printers, the situation will become much worse.
A smooth transition. 

Finally, there is a scenario in which the whole world system as a whole is gradually becoming an Artificial Intelligence. This can be associated with the establishment of the State of World oruellovskogo total control, which will be necessary for a successful counter bioterrorism. This is the world system, where every step is controlled by citizens of all kinds of video cameras and surveillance systems, and this information is injected into a single giant database and analyzed. In general, mankind is moving along this path and technically ready for that. Also, the situation will become worse when the computer will be distributed worldwide managed robots, like domestic servants or toys, as well as automated real army. 

Growth of the world's population will require ever more complex samopodderzhivayuscheesya system. You can arrange for the growing system, increasingly dependent on the permanent government: Village is a city skyscraper---flight space station. Obviously, the majority of all civilization moved up on the scale. 

Computer systems are dangerous in the sense of global catastrophe that could be among, which could take place unlimited samoreplikatsiya (virus), and that they have access anywhere in the world. 

In addition, computers are not only vulnerable to the virus, but not obvious errors in algorithms and their implementation in software. Finally they can process such as spontaneous shift in surgery system, described Synergy. 

Time outbreak II. 

There are estimates which show that the computers will have the force necessary to II, in 2020 - 2030 years. This is roughly in line with estimates, given time for the emergence of dangerous biotechnology. But there is a far greater element of uncertainty, if sustained progress in biotechnology is obvious, and each stage can be tracked on scientific publications, respectively, by measuring the degree of risk, the emergence II is not so much the accumulation of some quantitative characteristics, but perhaps with a certain quality leap. Since we do not know when this will leap, and if at all, this affects the density curve yearly incidence II, severely razmazyvaya it. Nevertheless, the extent II depends on the accumulation of ideas and access to resources, the curve will also be exponential in nature. 

My assessment consistent with the view Vinzha, Bostroma and other predictors II, is that II will be set up in a moment in time between now and 2040 year, and is likely already to the 2020 th year of it is created. This estimate is based on extrapolation of current trends in the growth of productivity supercomputers. It also confirms trends in the human brain scanning technology, which also helps II, if it can not be done on computers. 

However, at the expense of greater uncertainty II than in the biotechnology field, the possibility of establishing it in the near future, the next 10 years, higher than the risk bioprintera. 

II could prevent the rise: 

• Control System (but, in turn, are unlikely to be effective without II) 

• Otskok progress ago 

• The theoretical difficulties on the way. 

Conclusions: The risk that development has brought with it a very high technology II and systematically undervalued. This area is much more unpredictable than even biotechnology. However, AI is probably our best protection against other threats. Time ripe strong possibility II like ripening time possible and affordable strong biological weapons-about 10 years from now, and these processes are not dependent on each other. Maybe they encounter. 

The risks associated with robots and nanotehnolgiyami. 

The main danger in this respect is considered to be spread nanotechnological "gray mucus". The main features are: 

1. Miniatyurnost 

2. The ability to samorazmnozheniyu 

3. The ability to self-spread throughout the Earth. 

4. The ability to quietly and effectively destroy krupnorazmernuyu equipment and living organisms 

5. Anonymity 

6. Cheapness 

7. Autonomy of Rights (soldier). 

Mucus Gray and based on nanotehnologicheskoe weapons it is the supreme expression of the principles which unite them all together. But do not necessarily incorporate all united to these principles, to obtain dangerous weapons, and effective enough to realize some. Different combinations of these principles robotehnicheskogo produces different kinds of weapons. Consider at the beginning of dangerous robots. 

Robot-raspylitel 

The main problem with biological and chemical poisons is the difficulty of effectively dispersing anonymous. This could solve the miniature robot the size of a bird (eg Model Aircraft). Many of these robots could be quickly and quietly "to pollinate" vast territory. 

Samovosproizvodyaschiysya robot. 

Although the need for the effective regeneration of molecular nanotechnology, it is possible that this is not the case. Then it is makrorazmerny robot could reproduce, and use of natural energy and materials. This process may be composed of two stages and robota-matki and robotov-voinov, which it produces, but her serve. It is important to stress that this is not on artificial intelligence, but of out of control system with limited intellect, unable to self-improvement. Plus sizes neintellektualnost and make it more vulnerable, while reducing size, increasing speed and improving reproduction intellektualnosti-more dangerous. The classic example of the biological kingdom that threat-locusts. It may be that such a robot would contain biological elements, as they will help to quickly absorb substances from the surrounding environment. 

Swarm robots. 

Such mikroroboty could be made as a weapon in the huge factories, in the kind of modern factories producing chips, and even using the same technology-lithography theoretically allows movable parts, such as small pendulums. When the weight of a few milligrams such mikroroboty could fly freely in the atmosphere. Each robot could contain enough poison to kill a human or in close contact Electrotechnical device. To attack all people on Earth took only a few dozen tons of such robots. But if they are made of modern technology and priced chips, such amount will cost billions of dollars. 

Army major battlefield robots that go out of control. 

Although the United States Army definitely aimed at the complete automation and robots replacing people, until this goal has not yet been less than ten years, and perhaps substantially more. Theoretically something robotizirovannaya army can get the wrong order, and begin to attack all life, while becoming unaffordable for lifting teams. 

Unlimited nanorobotov spread. 

Regarding nanorobotov, as well as II, it is difficult to assess the probability of their occurrence and spread because of their far we do not have. However, the creation of nanorobotov has precedent in the field of biology, namely, the living cell itself is a kind of nanorobotom. Proteins are samosobirayuschimisya universal mechanisms of DNA-the host computer. In this sense, artificial intelligence is a precedent in the sense of the human mind and the world of science as a way of sverhrazuma. Yudkovski implies that separates us from nanorobota no shortage of time or some intermediate stages, but just missing knowledge. That is, we have sufficient knowledge, we could compile that DNA sequence, in the performance of cells which would be an nanoassembler-robot that is capable of collecting other robots, and therefore capable of samorazmnozheniyu. Nanofabrikah often talk about - that is, some factories that can create arbitrary construction of atoms and molecules. But nanofabrika and nanoassembler are vzaimozamenyayuschimi because it is possible to create a universal nanofabrike nanoassembler, and vice versa. 

On the one hand, the idea that everyone at home will instead nanofabrika mikrovolnovki producing everything he desired, looks beautiful, but on the other hand, it requires the implementation of protective measures, much as if it were a nuclear reactor at home. The developed system for the protection already offered, and they include continuous nanofabriki cryptic connection to the network, and complex self nanofabriki. But alas, the experience to create a completely secure electronic, optical disks, files, all failed. I think the reason for this is that the number of "brains" on the side of hackers much more than on the side of the manufacturer, and the task easier for a hacker is not possible to foresee all of vulnerability, and find one of them. The proliferation of different systems of artificial intelligence, too, will make the selection keys nanofabrikam easier access. 

Nanotechnology make it easy to create a very effective weapon that can destroy all human beings, even without unlimited samorazmnozheniya. Roughly speaking, nanorobotov swarms could spread on the ground, or some sort of all-earth of all people to discover it, prilipnut to them, enter the bloodstream and then synchronized to cause fatal blow. This flock of blind dangerous biological weapon because it did not act against quarantines and it is impossible to detect nenantotehnologicheskimi means prior to the attack. And there is a blank copy of dispersion. Therefore, to 10 billion people to stock enough 100 billion nanorobotov, summary, weighing a few grams. 

Further, if robotics will grow linearly, without a grand leap-and this leap possible only in the event of an artificial intelligence sverhsilnogo intermediate stage - that would include universal autonomous robots all smaller. Now we can see the initial phase of the process. Even the largest system now is not entirely autonomous, although already have android able to perform simple jobs and cars, alone ezdyaschie simply route. There are more primitive mechanisms with a minimum mass of a few grams (such as small vertoletiki) and experimental models of individual parts. In doing so, the speed of progress in this field is very high. If, in 2003, most of autonomous vehicles could not have to start from the field, then in 2007 they will perform tasks on the ride with intersections in the city. 

Therefore, we can say that until nanorobotov will have several stages. Mashiny-tanki This is a stand-alone, self-android (size of a human or dog), autonomous robots the size of a rat with insect, in mikroroboty of a millimeter and nanoroboty. It is important to determine at what stage such robots can be dangerous for mankind. It is understandable that even a few self-tanks are not hazardous. However, the greater the danger grows, the more and cheaper such robots can be produced, as well as easier than they spread light. This is possible with decreasing size and automation technologies, especially technologies regeneration. If robots the size of a mosquito can be stamp on a few cents per piece, they will already be a serious force. In classic novel by Stanislaw Lem Nepobedimy "" "" nanoroboty have a few millimeters in size, but can be organized into complex structures. Then, more recently, in connection with the expansion of China's cheap labor, to second place away by the fact that even normal size robots can participate in the production themselves because of the increasing automation of production in factories. The process is gradual, but it also could have a sharp exponential break point when its own contribution in the production of robots will exceed the contribution of people. This would significantly cheaper this production, and hence to the possibility of establishing armies volatile robots. One of the possible technologies for the production of micro-printing, as chips in the process litograficheskom vytravlivaniem with moving parts. 

Such cross-kick army nanorobotov could surpass the effects of katastrofichnosti exchange nuclear strikes. It is difficult to believe as it is difficult to think that something very small can cause enormous damage. (Although evolution was to the side that all weapons are less destructive force increasing, and the atomic bomb in this series.) kick mikrorobotami may not be spectacular, as the explosion of the same atomic bomb, but it may give result as an ideal neutron bomb in "School spirit is, but there anyone." 

Mikroroboty and can be applied as a tactical weapon, and then they fought with each other and the point of administration, and as a weapon of intimidation and retaliation, like now perform the functions of the strategic nuclear forces. It is in this capacity, they may be a threat to all mankind, in the event of accidental or intentional use. 

It mikroroboty superior strategic forces, they can organize more subtle attack, a sudden more and more anonymous, low-cost, and causing more damage. True, it lacks Entertainment, which may weaken their psychological impact, until the first real operational use. 

Eric Drexler appreciates the requisite number of atoms in nanorobote- replikatore, which would represent something like a conveyor with minizavoda mikro-stankami tape and, in one billion. Each manipulator will be able to exercise at least a million operations per second, which is typical for speed work enzymes. Then he will be able to assemble a device in a billion atoms for 1000 seconds - that is to collect himself. Checking this number is that some bacteria can share with the speed every 15 minutes, that is the same 1000 seconds. Such a robot could replicator for 1 day before razmnozhitsya mass of 1 ton, and fully absorb the mass of the Earth for 2 days. The disaster of this kind is called a "gray mucus". With regard to the size malostyu nanorobotov during the critical first days, this process will have no symptoms, while trillions nanorobotov be dispersed by wind across the Earth. Only a direct hit in the hotbed of nuclear bomb proliferation in the very first hours could help. There are proposals to make replikatory unable to reproduce in the external environment in which there is a certain critical very rare chemical element. For more details, see my article translated R. Freytesa "problem" gray mucus, which examined various scenarios spread of dangerous nanorobotov and protective countermeasures. Freitas said that nanoroboty will impersonate of intense heat in the allocation process of reproduction, so it is important to monitor the environment for strange temperature anomalies. In addition, razmnozhayuschiesya nanoroboty will require energy and material, a source of both is the only biomass. 

R. Freitas devotes several possible scenarios gray mucus: 

• "plankton" Gray-nanoroboty, razmnozhayuschie in the ocean and enjoying the methane hydrate resources at the bottom. They can destroy the marine biosphere and provide for the allocation of greenhouse gases into the atmosphere. The marine biosphere is essential as the sink of CO2, oxygen generator and food for the people. 

• "Gray dust" - those nanoroboty multiply in the air, creating an impermeable barrier in the atmosphere, leading to the "nuclear winter". 

• "Gray lichens" - these are breeding at nanoroboty rocks. 

• "Gray Mucus, undernourished biomass" - as the most unpleasant option. 

Direct hit nuclear bomb in the flask with such replikatorom could destroy them, but even hit close-only disperse. 

The bacteria in its growth limited availability of nutrients. If universal replicator will know how to replace some other atoms, it can consume almost any substance other than pure media from one material. They can also be very vseyadny in selecting an energy source if possess information about how to use different sources. 

The probability of nanorobots occurrence and possible time for the event. 
The emergence of micro grams in weight and the percentage of grams looks almost inevitable, and all this technology is. But they will not replikatorami. (Progress in the miniaturization is described by some data recovery factor of 8% a year.) 

But this nanoroboty, less than the size of bacteria are still in the distant future. If they are created Forces II, the entire potential harm they can write off for himself II. (However, we do have the option, when II has been clever enough to create nanorobotov and foolish enough not to get their control). And even without II and increasingly powerful computers will enable all accurately and quickly calculate all the details of future micro-and nanorobotov. We can therefore expect that the progress in establishing nanorobotov will accelerate. 

However, the situation in the industry is such that the creation nanorobotov-replikatorov unlikely in the coming years. It can therefore be assumed that if nanoroboty and will be set up without the assistance of a real II, it will happen in the period of 2020-2040 years. In comparison with biotechnology, nanotechnology and II, we see that these technologies are much less mature, and lagging years 20-30 of their fellow human beings. Therefore, the chance of the strengths of nanotechnology (ie nanoreplikatory) will be established to II, and before bioprintera not very high. 

Conclusions: We can face the challenges of threats to the existence of robots before real nanoroboty will be made. What smaller, cheaper and sposobnee to samovosproizvedeniyu mikroroboty, the more damage they can cause. And the more players can possess them. 

Technological options provoking natural disasters. 

For many natural disasters related to the long accumulation and sudden release of energy, there is a theoretical possibility of provoking some technical effects. In doing so, the ride to start the process takes much less energy than before it is allocated. 

  (There were even inflammatory solar projects using hydrogen bombs attacks. But it is not really, because the process can not become samopodderzhivayuschimsya. Rather, it would be easier to blow up Jupiter, which is not a lot of burnt helium-3, but it is likely unrealistic based on today's knowledge and capabilities.) Another way to provoke the destruction of natural disasters - natural defense. Naturally, we can only create disaster on Earth or in near space. 

Rejection of asteroids 

Creating artificial sverhvulkana. 

The deeper we don in the earth's crust in many different ways - drill it, or proplavlyaem vzryvaem, the more our ability to cause increasing artificial volcanic eruption. To provoke sverhvulkana scale eruption in Yellowstone enough probit 5 km crust. In doing so, the nature zagazovannoy magma is that it will probivatsya through small gaps, as water through the dam: its increasingly blurring. That is the impact that would sverhizverzheniya may be minimal, you might say information. 

However, it should be borne in mind that in about 3000 (?) Kilometers under us, under the mantle reservoir is concise and superheated liquid with a huge quantity of dissolved gas-liquid earth's nucleus. By allowing exit even small part of its power and gas to the surface, it is guaranteed to destroy any terrestrial life better all other ways. 

Here is unknown how the kernel itself ready on the scale izvergnutsya to the surface. Areal major eruption was at Dean Plateau in India and we are in Siberia and communicate with considerable vymiraniyami living organisms. Magma rises kanalam-plyumam for instance, in Hawaii. But it is not substance channels for the kernel it is believed that raises up hot pieces of solid mantle through greater buoyancy, which are only about liquid surface from the pressure drop. And while liquid iron in the kernel too heavy to rise to the surface, it may dispose of pressure gas dissolved in it if the channel is an appropriate cross-cutting, as when opened champagne. 

Earth civilization will ever deeper in the mine land for the purpose of mining, energy and experimentation. This would mean that the risk of catastrophic eruptions will continuously grow. 

It has been proposed project proplavleniya crust using a huge drop (thousands of tons) of molten iron mixed with greyuschimi its radioactive elements. High roboty-gornorabochie can also become such a tool. The Japanese plan to drill down to the bottom of the ocean mantle. In Indonesia, when drilling mud created by mistake volcano, which flooded large areas, and continues to grow. 

It has been proposed project bombs against bunkers, which, falling, cutting into the surface, like self prohodchesky Shield and moving further inland. In the same way, could act fuses and volcanoes. Such a device can be cheaper than nuclear bombs and delivered to the scene invisible way. 

Any weapon that is suitable for combat bunkers deep, and can be applied to the awakening volcano. One option such weapons (and standing on the armament now in the United States) is a consistent attack nuclear charges, creating an increasingly deep crater. 

Perhaps that is not enough to raise a sverhvulkan major volcano or simply for global consequences, but if they awaken all at once, it becomes probable extinction. On Earth knows now 20 sverhvulkanov and 500 conventional volcanoes. 

It may be that there is a practical need to awaken volcano to the atmosphere cooled its emissions, if the problem of global warming will be very severe. 

The probability of such an event and time. At the moment, the likelihood is very small, because there is a mass of volcanoes in addition to attractive sites for sabotage, even if sufficiently dangerous weapons falling into the hands of terrorists. But in the case of World War supervulkana explosion could be the latest weapon for the loser side. The technological possibilities for the explosion of the volcano slowly growing with the development of technologies used in drilling and nuclear weapons. Molecular manufacturing and nanotechnology could provide a chance for the creation of powerful low-cost machines required for the opening of the volcano. But mastering nanotechnology will give a more simple way to the goals that could be realized through supervulkana. 

Technological risks associated with a new discoveries. 

Unsuccessful physical experiment. 

The most dangerous is the option, in which a large opening sovershitsya quite suddenly. 

Fears that experiments to create microscopic black holes on the accelerator, condensation and other vysokoenergetichnye neutron experiments can lead to the collapse or earthly substances or to a colossal explosion, which instantly exterminated life on Earth. The main paradox here is that the security of any experiments justified because we know that this works out as a result, a goal in the experiment is to learn something new. In other words, if we did not learn anything new, what meaning to put physical experiments, and if we can learn something new, it could be dangerous. Maybe the silence of the universe explained by the fact that all of civilization sooner or later carry out the experiment on a "lesson" energy from the vacuum, but as a result of fire-brand planet left alone. Another view is that the times are similar phenomena in nature, such as cosmic rays with the bombing of the atmosphere, then repeat them safely. However, we can say that improving energy level, sooner or later we can reach some sort of critical where it is. 

The risk experiments directly linked to the possibility of the existence of an unknown to us the fundamental physical laws. The issue is difficult to resolve this probabilistic manner. In the 20 st century has been the opening of several basic laws, and some have led to the creation of new dangerous weapons - although by the end of 19 century picture of the world seemed finished. We'll call this file open only radioactivity, quantum mechanics, relativity theory, and more recently, the dark matter and dark energy. 

In addition, there are a number of experimental data and theories, which are of varying degrees neproverennosti nature, but many of them involve physical effects, which can be dangerous. For example, sometimes sleeping reported transmutation of elements without radioactivity, but is not a way to gather this plutonium for the atomic bomb? Or, if that is possible transmutation, it is not whether it will lead to a chain reaction throughout the earth transmutation? 

It is believed that modern experiments on the accelerator not qualify for many orders until the energy that result from natural cosmic ray collisions occurring in the Earth's atmosphere. But in the book of John Leslie estimates that if energy accelerators would grow with the current pace, the dangerous levels of energy will be achieved by the year 2100. It shows that during the twentieth century every 10 years, energy gained on the accelerator, increased 10-fold. And while conventional accelerators now reached the limit of its physical size, there is a better way to achieve the same energy in plant size of a desktop-it comes to disperse particles in the shock-wave pulsed laser. At the same time, IDF program entailed the establishment of pulsed lasers formidable force zapityvavshihsya of nuclear explosions. 

J. Leslie, as a professional astrophysics, gives a detailed analysis of various theoretically possible dangerous experiments. They are: 

1) The transition to a new vacuum metastable state. There is a hypothesis that vacuum, as a zero-energy level of all physical fields is not possible in such a definitive level. Similarly, the water level of Lake Mountain is not present sea level, while water in the lake may be broad and smooth. And quite a strong surge of waves in a lake can lead to the destruction of the barriers surrounding the lake, leading to the waters of Lake izliyaniyu at sea level. Similarly, it is possible that enough vysokoenergetichny physical experiment might create a vacuum in the field of new properties, which would grow indefinitely. 

2) Education facilities consisting of a hypothetical matter kvarkovoy capable atoms attach themselves to normal substances. Because of its important role education played a so-called "strange" quarks, it is likely to happen as a result of sustained matter called 'strange matter', and its particle-stranglets. An idea of the installation, which can accumulate and produce pieces that matter, and to use ordinary matter fall on it for energy. Unfortunately, the authors of the idea say nothing about what will be, if strange bunch matter trap leaves and begin to consume the substance Unlimited Earth. 

3) Artificial Big Bang. Russian scientist Linda A. developed cosmological theory of inflation, which indicates that the initial mass of the universe was only 10-5 degree programs, and the rest of the visible mass formed in the process of expansion at the expense of negative gravitational energy. While we can not yet reach the required level of power density in our laboratories, to re-launch the process, the required level of energy is small. 

4) Experience to change gravity. There are reports of the experiments Podkletnova changing gravity, but not whether such experiments could destabilize the pole substances under the earth's crust and cause the installation of the earthquake? 

5) Condensation in the cold neutron dineytrony and larger entity. 

6) Dangerous geophysical experiments with deep drilling; 

7) The scientific community is discussing in detail the risks of Education microscopic black holes, which should occur in collision particle accelerators on the latest models in the near future. Education microscopic black holes, even if it is stable, should not lead to an immediate inflow of the entire Earth substances, as well as its size will be about the size of the atom, and will be around microscopic akkretsionny drive, which will modulate the flow of the substance. But this inevitably fall mikro-chernaya hole in the center of the Earth, and will begin his proskochit commit oscillating movement. If its mass is quite large, it can form a thin channel, in which a compressed substance Earth bowels begin to flow on the surface, and said the experience of the destruction of dams that feed Daisy even enough that it gradually expanded. It is wrong to believe that S. Hawking "proved" that evaporating black holes. Hawking proposed the theory interesting, no experimental evidence for which is not. There are alternative theories, with a multi-dimensional space, where microscopic black holes are not large horizon and evaporating. Many important discoveries were made physical accidentally, where no one was looking for them, such as radioactivity. Mikro-chernye hole, which could generate the collision of cosmic rays with the atmosphere, different from the hole that would be created in accelerators, so that will have non-zero point traffic and a high speed uletat in space is not retained within the planet. Instead, the hole encountered in the boosters will be a time close to zero by mutual neutralization points bundles, and will have a much greater chance to remain in the earth. 

Researcher risks of physical experiments Golota from Ufa proposed the following list of dangerous experiments: 

"What part of the first experimental physics can eliminate all forms of organic life in the solar system: 

- High Energy Physics (destruction of radionuclides in Kiev laboratories "Proton-21")? 

- kavitatsionnaya destruction of matter in Ok-Ridzhe or Bratislava? 

- synthesis of superheavy elements (STE) in Dubna and Darmstadt? 

search-bozona Higgs, and the "singularity" at the Great Merger More adronom kollaydere (LHC) in Switzerland? 

- dekonfayment / collapse boze-eynshteynovskogo condensate (OEC)? 

kvark-glyuonnoy-study plasma in Brukhevene? 

Obtaining sverhplotnyh neutron beams at the Bolshoi in Troitske TWA? 

- condensation ultracold neutrons (UHN)? " 

Pogodovaya dangerous probability of physical experiment grows over time as more vysokoenergetichnye imposed installation and operational invented new ways to achieve a high-energy, as well as their application to the facilities to which they usually do not apply in nature. Moreover, the growing diversity of possible physical experiments that could lead to a global catastrophe. 

Conclusions: As always, in the experiment there is a proportion of risk, it would make sense to postpone them until the inception of the developed II. Some experiments do not make sense on Earth and in space far. 

The risks associated with the development of outer space. 

In this chapter we will discuss all the possible use of space technologies for the destruction of the earth's life. 

Theoretically possible exposure to the planet's orbit gamma rays (a sort of artificial gamma), neutrons or other dangerous radiation, penetrating through the atmosphere, leading to the sterilization of surfaces, with special satellites or bomb explosions. It may collapse at the planet from robotov-meteoritov rain. As space weapons can be used to disperse the spacecraft okolosvetovoy speed and direction to his planet. Any success in establishing high-speed missiles and space zvezdoletov create even more powerful weapons against planetary life, as well as any possible Starship disperse and return to the planet. 

Exposure to Earth, and perhaps with a pilot plant explosion in orbit, but only one hemisphere. 

We can learn quickly with the help of space robots or samorazmnozhayuschihsya nanorobotov. But in doing so, giving them command reproduce in space and there for us to build huge facilities using material asteroids and the moon, we may lose control over them. However, in this case the danger to the Earth from space will come after the powerful robotic technology will be created and, therefore, once this technology will threaten us on Earth. 

Then, farther from the Sun is asteroid, so it is easier to dismiss as orbital velocity of bodies in ice clouds Oorta slim, and enough speed to neutralize this that the body has been to fall directly toward the Sun. But this process hundreds of years. 

Another way is the space to launch attacks in space gigantic mirror, which will be sent to Earth sunlight. But to do it without the help of robots samovosproizvodyaschihsya difficult, zaschititsya it relatively easy, so this is a very unlikely option. 

Conclusions: Attack unlikely space because they overlap more rapid development means the destruction of the Earth. But to lose sight of that risk is not worth it. 

Ksenobiologicheskie risks. 

Risks up in the fact that the Earth may be entered life from space, NASA considered seriously, since the flight to the Moon. While you can argue that the surface of the moon sterilna with very high probability, astronauts returning from the Moon, had been quarantined. This demonstrates a literate approach to the risks of very low probability, but which could bring great harm Unlimited. 

Assumptions that influenza viruses can come to us from the tails of comets is obviously false, since viruses are highly specialized parasites, which can not exist without masters. The real risk might be of high-eating microorganism with a chemical structure significantly different from Earth's, which from the Earth's biosphere would not have protection. As of outer space and returned to the various space expeditions body, including during a planned expedition to Mars, increasing the risk of such an encounter nezvanogo Kan., and mistakenly zavezti to Earth. 

However, such a risk at lower risk of creating orders on Earth similar dangerous microorganism or synthetic life (Animat). 

Arkhipov Ukraine is investigating the possibility of a so-called "space archeology" on the Moon. He suggests that the Moon could be the ideal place to search for traces of ancient land of visits by space aliens and ships go to the Moon offers regular structure that could be traces of them. Such traces according to the official data has not been found yet. Nevertheless, if we ever meet other traces of civilization, they may contain dangerous technology, device or computer programs. More the issue is discussed in the chapter "risks associated with the SETI", and all that is said about SETI may be true for the possible success of space archeology. (Vernor Vinge describes in his novel "The flames over the abyss" exactly the kind of scenario where space archeology and the discovery led to the launch of a dangerous computer program razvivshiysya sverhsilny in artificial intelligence and created the risk of global catastrophe.) 

Separate article can identify the risk of dangerous bacteria from the resurgence of ancient ice in the frozen earth. 

Clash with us beyond reasonable force. 

And religious scripts of the second ARRIVAL, and the idea of alien, and the idea that we live in a world modeled reasonable creatures, all they have in mind that there are forces beyond our reasonable, which can suddenly and irreversibly to intervene in our lives. Again it is difficult to assess the likelihood of this kind of non-events because of their nature. And if we can reduce the likelihood of any experiments, simply prohibiting any experiments, it is that we depend almost nothing. The more mankind will be distributed in space and to come, the greater the chance that sooner or later it will meet with someone in it. In other words, the likelihood of a meeting with other reasonable forces is growing. And on the experience of the Earth's history, such as the opening of America, we know that withstand a meeting with the dominant culture is almost impossible. 

There are two options: 

1) The sudden confrontation with some sort of reasonable force as expansion space. Expansion space is not only space missions, but increasingly long-distance radio telescopes listening space. See further chapter SETI risks. 

2) We have long are under control, or even set up some sort of reasonable force. 

One variant of this scenario is not a clash with the very reasonable force, but the consequences of their activities. For example, if a certain inoplanetnaya civilization has made a dangerous experiment that killed her, the consequences may extend to the universe. This may be the disintegration or metastable vacuum, as Leslie D. writes, or the spread of primitive pozhirayuschih nanorobotov all. An example is the fact that Mars and Jupiter satellites have already undergone the risk of contamination from microorganisms earth interplanetary stations, although most human mind are not, and will not be for a long time. In other words, the dangerous side effects of a reasonable life in space can be made available much more quickly than life itself. 

Sound inoplanetnaya life could, as a preventive measure to try to sterilize the entire galaxy that it is not tsivilizatsii-konkurenty arisen, for example by organizing bursts in her heart. 

The likelihood that it is the next 100 years we priletit expedition aliens, as is often portrayed in science fiction is very low, because they can fly and the hundreds of millions of years sooner or later. 

If we live in a simulated world (for details, this will be discussed further), the chances that this simulation "switch off", growing as it becomes increasingly resource. And it will become a resource as population growth, but especially when people begin to set up their computers with their simulation. Here is triggered principle: many could not contain himself as a mere subset. 

Another possible reason for the shutdown simulation-completion of its work after the completion of the task. About the nature of these tasks are possible different assumptions. For example, future superintellekt may be interested in the study of what are his chances arose, and thus simulate various development options technological civilization. 

The risks associated with the program SETI. 

Search for extraterrestrial radio program has long been recognized as potentially dangerous. The United States has a law banning premise communications in space. Therefore, all such experiments are carried out on radio telescope in Evpatoria. In this calculation there showing that the likelihood that a random our message to somebody hits - negligible. (See article A. Zaitseva "Sending and searching for interstellar messages" http://fire.relarn.ru/126/docs/iac_07_a4_2.02.pdf). The article admitted that not only active SETI, that is sending signals into space, but passive SETI, that is a net hearing, can be dangerous, since receiving and decoding messages can be dangerous technology in the hands of untrained individuals and organizations. But there are also more stringent version of the risks associated with space hearings that arise, assuming II possible, and the basic program for him can be sent by radio. (This problem is discussed in the article "The Ultimate Hacker: 

SETI signals may need to be decontaminated "-" Absolute hackers: SETI signals seem to be decontaminate "Richard Kerrigena http://home.fnal.gov/ carrigan ~ / SETI / SETI% 20Decon% 20Australia% 20poster% 20paper.pdf where the author shows that might send a significant amount of information on mezhzvezdnye distances, and discusses the risk that they could contain something like the modern computer viruses.) 

In Shtamm fantastic novel "Andromeda" people are alien signal, interpret it and found it to a project some biological substance, which then behaved aggressively. Now we would conduct a strategy called "space" computer virus "or" troyanom. Perhaps this is the cheapest way to sverhtsivilizatsii distributed by the universe-using computer viruses sent to the radio. Of course, we will not be such idiot to download executable code from outer space, and then run it on your computer. However, it can hang sending him some bait, as it is now doing rassylschiki spam. For example, it may be the promise of new technologies. At the same time, once the source of radio (and its exact coordinates) will be opened, it could take at the same time, many countries and even private individuals. Of course, some of them could not resist the temptation to run executable code sent to reap the promised benefits. Of course, the code that they receive, and should also include a description of the computer itself, which he will be executed. This may look like this: At the beginning of a video, which is not hard to identify (sudden impulses mark line and frame rate). The film teaches basics of the language and then presents some tempting target. After that comes the simplest description of the car Post (computer with a minimum of about 5 teams), and the program for it, which creates more complex computer. And then it is already running a program with elements II, which operates under the circumstances. The main assumption here is that sverhtsivilizatsiya, rassylayuschaya such messages, has intellect, many orders of magnitude superior to us, allowing us to circle around his fingers as small children. The period of vulnerability for this risk is not high, from the inception of supercomputers telescopes until our own II will be sufficient to resolve any alien requisite tasks without assistance. But over time within this period, the risk is increasing yearly, because we are becoming available all the more powerful radio telescopes, and may be open to innovative ways of interstellar communications (for example, may be used flickering stars surrounded Dyson spheres with opening and closing holes.) It is clear that if we find a way to respect, on the infinite number of stars, the probability of a reasonable signal to detect them would be equal to the unit, and the proportion of signals that contain dangerous code, among them would be great, because the distribution of copies of their own is a good motivation for expensive interstellar communication. For such a message parcels containing megabytes of information to all parties, would be required energy sources star proportions. That is, to organize such messages could only civilization, many orders of magnitude superior to ours. In doing so, it could be at a distance of millions of light years from us, so could not send in our galaxy spacecraft (and even if it were sent, they would have arrived at Stony thousand years later, as would be flying at a speed of less Light, plus time to disperse and braking). This would be made sverhtsivilizatsiya titanic effort to make your message very clear. 

The objectives of such a distribution would be different: 

1. This is to study the universe. After the execution of code raises research probes, which refer back information. 

2. This is done to ensure that there were no competing civilizations. All of their embryos destroyed. 

3. This is done to the other competing sverhtsivilizatsiya was unable to take advantage of this resource. 

4. This is done in order to prepare a solid base for the arrival of spacecraft. This makes sense if sverhtsivilizatsiya is very far away, and consequently, the gap between the speed of light and radio okolosvetovoy speeds of its ships (say, 0.5 c) of the millennium. 

5. This is done with illogical and incomprehensible to us purposes, such as a work of art or a toy. (For example inoplanetyanam will not understand why the Americans stay flag on the Moon. whether the cost to fly over 300000 km to install painting zhelezyaku?) 

But not only sending executable code can be dangerous. For example, we can report some sort of useful technology that really should lead us to disaster (for instance, it quickly in a spirit of "Squeeze 10 kilograms of plutonium, and you will have a new source of energy"). Such a distribution may be some sort of "civilization" to advance to destroy competitors in space. It is obvious that those who receive such messages will primarily seek technology for military use. 

By similar conclusions, according Dzh.Lesli, Moravec comes to mind, "Children" (1988), implying that the radio waves in space on could be sent drawings dangerous machines capable of samoreplikatsii but promising to satisfy all desires. When such a car is produced, it extinguishes "master" and "Space sends its billions of copies. (For example, it can be effective nanorobota drawings with elements of artificial intelligence.) 

Reverse option is that useful for SETI will come with a warning message about some sort of threat, which attacks the majority of civilizations, such as: "Do not do any experiments with H-particles, it could lead to an explosion that would destroy the planet." But even in that case remain doubts whether this is not deception, to deprive us of some technologies.
(Proof it would be if similar reports have come from other civilizations in space in the opposite direction.), and perhaps, the message only enhance tempted to experiment with H-chastitsami. 

SETI does not belong to science fiction. Regular search for extraterrestrial signals go from 60-nineties. Currently, private foundation ATA (http://www.seti.org/seti/projects/ata/) plans to deploy 350 radio telescopes across the globe, with a budget of tens of millions of dollars. This means that if the dangerous signals exist in our galaxy, they can be caught in the next few years. Even if they do not contain the code aimed at the destruction of mankind, the shock of such a meeting would have significant implications for the Earth. 

Needless to say, for your faithful SETI radio telescopes Moore's Law, which means that their performance is increasing many times every few years (from project to project). This means that the chances of success of SETI grow exponentially. 

This risk is related methodological interesting aspect. Despite the fact that I have every day in the last year thinking and reading on the topic of global risks, I found this dangerous vulnerability in SETI only now. Hindsight, I was able to find another four people who come to similar conclusions. But for himself, I made an important conclusion: that there may not yet open global risks, and even if the risk of a certain component parts separately personally known to me, is to connect them may take a long time. 

The main defense against SETI may be the fact that in a reasonable civilization encountered extremely rare, once in the billions of billions of stars. There is some confirmation of this idea, based on discussions based on antropny principle and the number of possible universes. (Briefly, the essence of the discourse in the following: our universe is configured so accurately that would require 10 ** 500 universes with different properties in order to reach the specified terms. Furthermore, if the human brain weighs 1 kg, a solar system about 10 ** 30 kg, that is one chance in 10 ** 20 that will be randomly drawn kilogram of human brains. from this (but not only, part discourse, see my article "Natural disasters and antropny principle) that the share of stars who have there is a planet with a reasonable life, too, has the order of magnitude 1 to 10 ** 20, or even less, which means that we have some of the many billions of light years and throughout the visible universe.) 

But sooner enjoy what other civilizations are very rare. Because civilization than not, the unique environment in which they find themselves, which means (again, see my article "Natural disasters and antropny principle"), which is likely, they are at the end of the enabling environment. So, we threatened, or SETI, and other manifestations inoplanetnogo reason, or we are at the end of the global sustainability. 

A new kind of absolute weapons, based on some new physical principles. 

Although these principles are not known, you can define the most dangerous features of any absolute weapons. 

A) The allocation of the huge amount of energy 

B) The ability to samoreplikatsii 

B) The ability to act quickly to the entire territory of the Earth. 

D) cheap and easy to manufacture handicraft conditions. 

D) The possibility of achieving intellectual superiority over people 

E) the way people manage 

Any physical effect, the technology is capable of producing corresponding least one of the above criteria, is a potential candidate for an absolute weapon. 

Risks associated with the blurring of boundaries between humans and subhuman. 

Powerful processes of genetic modification of people, all prosthetic body parts, including the elements of the brain, brain connections to the computer, transfer of consciousness into a computer, etc. create a new type of risk for people to understand that until quite difficult. 

The risks associated with the problem of "philosophical" Zombie. 

"Philosophical Zombie called" a place that represents the rights, but it has no internal distress. For example, an image on the television rights is a philosophical Zombie, and therefore we are not considering turning off the TV as murder. The gradual upgrade rights raises the question as to not turn on whether some kind of stage uluchshaemy people in the philosophical Zombie. 

A simple example of the disaster involving the philosophical Zombie is as follows. For example, people have proposed a method of achieving immortality, and they agreed to it. However, this method is that the person 10 days recording video, and then scroll fragments of the records randomly. Of course, here podvoh obvious, and people do not agree. But consider a more complex example, allow a human stroke damaged part of the brain, and replace him on her computer implant, about replacing it. How do I know whether not become as a result of people in the philosophical Zombie? The answer is obvious - there will always be those who will be in the search for signs of doubt and the "amended" nenastoyaschesti rights. 

One can safely predict that there will be improved when people, the world asunder in two: those who would take these ordinary people, and those who would improve themselves. The extent of such conflict will be truly civilization. Of course, everyone decides for himself, but as parents due to the fact that their child will destroy their physical body and fetch in a computer? 

Another problem, the threat of which is not clear, is that the human mind can not produce goals from nothing, while not committing a logical error. Normal people achieved the objectives of birth, and the lack of goals he had symptoms of depression rather than a kind of logical paradox. However, the absolute mind, who understood the roots of all its objectives can understand their futility. 

Natural risks. 

Geological disaster. 

Geological disasters kill millions of times more people than falling asteroids, but they are based on current perceptions are limited in scope. But perhaps that there are mechanisms for the allocation of energy and poisons from the Earth with which we simply do not have faced because of the observation selection effect. 

Sverhvulkanov eruption. 

The probability of eruption sverhvulkana equal intensity to 12 times higher than the probability of falling asteroid. However, to prevent this event in modern science is not a force. (In the future might be gradually stravlivat pressure from the magmatic boilers, but it is in itself dangerous, because they will require drilling caps.) 

The main strength affects sverhizverzheniya-volcanic winter. It is shorter than nuclear, as well as volcanic ash particles heavier, but they may be much higher. In this case, volcanic winter could lead to a new sustainable-as a new glacial period. 

Major eruption accompanied by the emission of toxic gases, including sulfur. When bad scenario this could give a significant poisoning the atmosphere. This is not only poisoning make it maloprigodnoy breathing, but also lead to widespread acid rain, which burn vegetation and deprive the people of crops. There are also large emissions of carbon dioxide and hydrogen. 

Finally, the very dangerous volcanic dust breathing, as well as contaminating the lungs. People are easily able to provide for themselves and gas masks marlevymi bands, but not the fact that they have enough for livestock and domestic animals. Moreover, the volcanic dust simply pose enormous surface, as well as pyroclastic flows could be extended to longer distances 

Finally, sverhvulkany generate tsunamis. 

All of this means that people face sverhvulkana eruption, but it is far from likely send humankind to a postapokalipticheskih stages. 

One day, mankind has been on the verge of extinction because of the volcanic winter resulting from the eruption of Mt Toba 74000 years ago. However, modern technology and food storage building bunkers allow large group of people to survive the winter of volcanic this magnitude. 

But now people gained an opportunity to deliberately cause volcanic eruptions, destroying their lids nuclear nukes. The most vulnerable to the Yellowstone volcano in the United States, which is the thickness of the cover is only 5 km and which is already erupted not long enough to accumulate a large force. 

In ancient times there have been tremendous Areal volcanoes, which flooded millions of square kilometers of molten lava, in India on the plateau Dean extinction of the dinosaurs in times (perhaps attributable to falling asteroid on the opposite side of the Earth, in Mexico), as well as Vostochno-Sibirskoy platform. There is an assumption that strengthening the processes for hydrogen degassing Russian Plains is a harbinger of a new hotbed of magmatic. (http://www.oko-planet.spb.ru/?open&h=1&p=1_2&type=viewmes&site=18ADFA) 

There is a theoretical risk, and of deep drilling. It also can cause eruption if magmaticheskuyu into the chamber. Then vyryvayuschayasya magma expand passage. This has already occurred in Indonesia, where the accidentally created a powerful mud volcano. 

As a worst-case scenario can be presented simultaneously undermining or deep drilling supervulkanov all of the Earth (approximately 20). 

Another danger is the deep penetration of artificial mantle, which may contain more hot magma flows to the large number of gas. Such penetration, one project can be implemented no drilling, and proplavleniem mantle with the help of a huge drop of molten iron (weighing thousands of tons), perhaps with the addition of radioactive materials for heating. This was suggested as a way to study mantle. This method very dangerous, as noted in his article astrophysics Chirkovich Milan, as could lead to a colossal eruption. 

In the 21 st century will continue, possibly emerging perepolyusovka Earth's magnetic field. This lower protect the Earth from cosmic rays, gamma, and supernova explosions close to the solar wind. Especially bad is if powerful space outbreak coincided with a minimum of Earth's magnetic field. However, the chances of such a scenario are small, as a number of potential candidates do not have to supernovae and gamma sources. 

There is a questionable assumption of the possibility of catastrophic cracking crustal faults on lines ocean and a pair of powerful explosions under the bark. 

An interesting is the question of whether there is increased overall warmth inside the Earth from the collapse of the radioactive elements, or vice versa, flock by cooling heat. If increases, the volcanic activity should grow by hundreds of millions of years. (Azimov, with glacial periods: "For volcanic ash sediments in the ocean can be concluded that volcanic activity in the last 2 million years has been about four times stronger than for the previous 18 million years.") 

Conclusion: even given the worst possible consequences of errors of observation relating to the selection of observers, global catastrophe earthly chance of origin gives a case for a few thousand years, that is about 2 per cent over the next one hundred years. 

Falling asteroids. 

Falling Apofis asteroid, which could happen in 2029 (now estimated probability tysyachnymi proportion percent), can never destroy mankind. The size asteroid about 400 meters, the explosion of energy is about 800 megatonnes, a place likely fall from Siberia to Canada, that is likely to the Pacific. Nevertheless, the asteroid triggered a tsunami, equivalent to Indonesian in 2004 (only 1 percent of energy is transferred to the earthquake tsunami, and then the energy of the earthquake was estimated at 30 gigatons) across the Pacific Ocean, leading to significant loss of life, but is unlikely to be pushed mankind postapokalipticheskuyu on stage. 

2.2 million years ago, comets diameter 0,5-2 km (and therefore with a much greater vigor) fell between South America and Antarctica (Eltalinskaya catastrophe). A wave of 1 km height vybrasyvala whales in the Andes. Nevertheless, Australopithecus, living in Africa, not injured. Even falling asteroid, which contributed to the destruction of the dinosaurs and was even larger, not many kinds of animals killed. In the vicinity of the Earth asteroids do not have the size that would destroy all human beings and all of the biosphere. However, the comet of this size could have accrued in the Oort cloud. 

The main factor affecting the asteroid in the fall would not only volna-tsunami but asteroidnaya "winter" related to the release of dust particles into the atmosphere. The fall of a large asteroid could cause deformation in the Earth's crust that would lead to volcanic volcanoes. 

In addition, a major world-wide asteroid would cause an earthquake. 

In theory, you may want to consider a conscious direction to Earth asteroid. However, there is no suitable in the vicinity of asteroid that could destroy all human beings. Although small "pitiful" to a particular country could send. In any case, there is a simple and cheap way to self-destruction. 

More dangerous scenario intense bombardment of Earth multitude of fragments. Then the blow will be distributed more evenly and will require fewer material. These fragments may arise as a result of the dissolution of the body of a certain space (see the threat explosion Calisto), the flow of comet fission fragments (Tunguska meteorite was probably the shrapnel comet Encke), as a result of asteroid hit the Moon or as a secondary factor affects of clashes Earth with a large space body. That could happen as a result of a failed attempt to shoot down asteroids using atomic weapons. 

Conclusions: The probability of death as a result of the fall of mankind asteroid is very small. With the development of our civilization, we can reduce its Unlimited. However, major disasters are possible. There is a slight chance of space debris large fragments from the space war in the future. 

Zone defeat depending on the forces of the explosion. 

Zone defeat growing very slowly with the growth explosion of force that is true as asteroids, and supercomputers for atomic bombs. While the impact of falling energy proportionally square of the distance from the epicenter, with a gigantic explosion, it is falling much faster in the first, due to the curvature of the Earth, which would be protected as what is beyond the horizon (the atomic bombings were most effective in the air, not on earth ), and secondly because of the ability to transfer material homogeneity impactor limited to a certain limit the wave top, and all the energy sverhtogo not passed, and turns into heat in the vicinity of the epicenter. For example, ocean wave can not be above its depth, but because the epicenter of the explosion point, it will then shrink linearly depending on the distance. Excess heat obrazovavsheesya in the explosion, or radiated into space, or remain in the lake of molten substance in the eye.
Sun delivers night to Earth Light energies around 1000 gigatons (10 ** 22 joules), so the heat input sverhvzryva role in the Earth's overall temperature is low. (On the other hand, the mechanism of propagation of heat from the explosion would rather not hot air flows, and discarded explosion cubic kilometers of fragments with a mass comparable to the mass of asteroid itself, but less energy, many of which would be close to the speed of the first space, and because this fly ballistic trajectory, as a fly intercontinental missiles. Per hour they reach all corners of the Earth, and although they are acting like kinetic weapons, almost every point is not on the surface, they highlight, with its entrance into the atmosphere enormous quantities of energy, that is, the atmosphere progreyut the total area of the Earth, possibly before the ignition temperature of the tree that still complicate the process.) We can be estimated that the zone of destruction grows proportionally stump 4 degrees from the Blast (exact values empirically determined by the military as a result of the tests and are among the degree 0.33 , and 0.25, while dependent on strength of the explosion, height, etc.). In each ton meteorite mass gives approximately 100 tons of TNT equivalent energy, depending on the speed collision, which is typically a few tens of kilometers per second. (In this case, hard asteroid in 1 cu. km. size will provide energy for 300 Gigatonn. considerably lower density of comets, but they can unravel in the air, increasing the attack and, moreover, are moving steep orbits with much greater velocity.) Taking that radius of the solid defeat of the hydrogen bomb in 1 megatonnu is 10 km. we can get the radius of destruction for asteroids of different sizes. For example, for asteroid in 1 makes this will be a radius of 230 km. For asteroid diameter of 10 km radius of this will be in 1300 km. For 100 km asteroid it would defeat radius around 7000 km. To ensure that the radius of assured destruction became more latitude than half of the Earth (20000 km), that is guaranteed cover the entire Earth, the asteroid should have a size of about 400 km. Although very approximate calculations, of which shows that even a asteroid, which is linked to the dinosaurs extinction, is not impressed with the entire territory of the Earth, and not even the whole continent, where he fell. (This asteroid Chicxulub crater left a radius of 90 km, was himself a diameter of 10 km.) A extinction, and if it was linked to the asteroid (now thought to be a complex structure causes), it was due not to blow themselves and the subsequent effect - "asteroidnoy winter" related to the transport of dust atmosphere. Also collision with asteroid may cause electromagnetic momentum as the atomic bomb. Moreover, at a speed of mutual rapprochement close to 100 km / sec (at the meeting another comet rate down to a worst-case) at the point of impact may occur in the temperature of millions of degrees, as with the nuclear implosion bomb, and run thermonuclear reaction. (Even if the energy contribution of these reactions will not be large, they can make contributions to the radioactive contamination, but it should reach the comet in the water or ice. According to my calculations, the temperature hydrogen at a speed of 100 km.sek clash will be 600000 degrees without taking into account the effects of compression.) kick could trigger volcanic eruptions throughout the world. But there can significantly shift the Earth's axis. 

It shows that the atomic superbomb would not force its terrible explosion, a number of radioactive fallout, which it has made. In addition, shows that the Earth's atmosphere acts as a powerful factor in the spread of the effects, more powerful than the explosion. 

Solar flares and increase luminosity. 

What we know about the Sun, does not give cause for concern. Only the presence of unknown or very unlikely we processes can lead to the outbreak, koronalnomu release, which is heavily opalit Earth in the XXI century. But other stars are outbreak, millions of times superior sun. 

The process of the gradual increase in solar luminosity (10 per cent every billion years) vykipaniyu lead to the ocean through a period of 0,2-1 billion years (ie, much earlier than the Sun will become a red giant and, the more so, a white dwarf). But compared to the analyte we interval of 100 years, this process is insignificant (unless it is a conjunction with other processes which lead to irreversible global warming, see below). 

Next, there is an assumption that as burn hydrogen in the central part of the Sun that is already happening, not only will grow solar luminosity (luminosity is growing at the expense of the growth of its size, rather than surface temperatures), but its combustion instability. Perhaps the last glacial periods associated with a decrease in the stability of combustion. This is understandable at the next metaphor: when a lot of firewood in the fireplace, he lit brightly and steadily, but when progoraet most of the firewood, he begins a little grill, then pronounced flare again when finds nesgorevshuyu branch. 

Reducing the concentration of hydrogen in the center of the Sun could trigger a process of convection, which is usually in the nucleus Sun Sun does not occur, resulting in the kernel do the fresh hydrogen. (Shklovsky) Is it possible to the process, is it smooth or disastrous, if will take years or millions of years, it is difficult to say. Viktor suggest that the temperature of the Sun konvektsy falls every 200 million for years, the period around 10 million, and that we live in the middle of this period. That is dangerously end of the process, when fresh fuel finally come to the kernel and solar luminosity increase. (However, this theory of marginal, and one of the major problems that spawned it - solar neutrino problem, now solved) 

It is important, however, to emphasize that as SuperNova or new Sun, on the basis of our natural perceptions, could not break out. 

However, in order to suspend a reasonable life on Earth, the Sun enough to warm up 10 per cent over 100 years (that would increase the temperature of the Earth for a few 10-20 degrees without the greenhouse effect, but taking into account the greenhouse effect would likely was above the critical threshold of irreversible warming). Such slow temperature changes and rare solar-type stars, it would be difficult to observe astronomical observation techniques solntsepodobnyh stars - as only recently reached the required precision equipment. (In addition, possible logical paradox as follows: solntsepodobnye star is the stable star spectral class G7 by definition. It is not surprising that as a result of their observation, we find that the stable star.) 

Итак, один вариант глобальной катастрофы состоит в том, что в результате неких внутренних процессов светимость Солнца устойчиво возрастёт на опасную величину (и мы знаем, что рано или поздно это произойдёт). At the moment, Sun is on the upward trend of its age-old activity, but no special anomalies in his behavior has been observed. 

The second option global catastrophe associated with the Sun, is that the prevailing two improbable events on the Sun-occur very large outbreak and the release of the outbreak will be sent to Earth. Regarding the distribution of the probability of such an event can be assumed that there was a the same empirical law, and that for earthquakes and volcanoes: 20 fold increase in energy events leading to 10 multiples reduce its likelihood (Act Gutenberga-Rihtera repeatability). Obviously, in the case of solar flares is a very small value. 

Large solar flares, even though they will not be sent to Earth, the solar luminosity can increase and cause warming of Earth. (Regular outbreaks contribution not give more 0.1 percent). 

At the moment, mankind is unable any influence on the processes of the Sun, and it looks much more complicated than impact on the volcano. The idea of dumping hydrogen bombs on the Sun to trigger thermonuclear reactions look hollow (but expressed that speaks of the human mind tireless search for weapons ship days). 

Only some new and incredible discoveries in physics would allow to create a means of influence on stars. Of fantastic options: to reset stars planet that will change the degree of metallichnosti, making less transparent to radiation and to change its luminosity. Create a miniature black hole and reset on the Sun. Learning to manage physical constants and influence the probabilistic distribution of nuclear reactions in the Sun (as in the novel "Azimov Sami Gods"). 

There is a fairly accurate scenario calculable impact on the Earth magnetic component of the solar eruption. In a worst case scenario (depending on the force of magnetic pulse and its orientation, it must be opposed to the Earth's's magnetic fields), it will result in the strongest electric chain navodkam long-distance power transmission lines, leading to vygoraniyu transformers at the substation. Under normal circumstances, update transformers took 20-30 years, and if all of them burned, there will be nothing to replace them, as will take many years for the production of a similar number of transformers that will be difficult to organize without electricity. Such a situation would lead to human di extinction, but fraught with the world's global economic crisis and war, which could run chain of further deterioration. 

Conclusions: The likelihood of hazardous events on the Sun does not exceed tysyachnyh percent share in the XXI century. 

Gamma. 

Perhaps the gamma gave several reasons for extinction, tens and hundreds of millions of years ago. Bursts occur in collisions between black holes and neutron stars or the collapse of massive stars. They can cause destruction of the ozone layer and the atmosphere even ionization. But in the immediate surroundings of the Earth no suitable candidates in either the gamma sources nor supernovae (the closest candidate in the gamma-Eta Carina-far enough, and its magnetic poles, perhaps not directed at Earth). So, even taking into account the effect of the selection of monitors, which increased the frequency of disasters in the future than in the past, in some cases up to 10 times (see my article "Natural disasters and antropny principle"), the likelihood of a dangerous gamma in the 21 st century is not more than tysyachnyh shares percent. Meanwhile, more people will be able to survive even serious gamma-vsplesk in different bunkers. 

Gamma risk in its suddenness, it starts without warning of invisible objects and spreading at the speed of light. In addition, this natural phenomenon so powerful that it can be created by some unknown to us even in the process of other galaxies, such as the merger of two of galactic black holes). That is, with increasing distance energy gamma falls in proportion to the square of the distance, but the likelihood that this amount includes supercomputers capable of producing a surge facility, a growing proportion to the cube-distance (volume). Thus, the threat grows in proportion to the radius of gamma observable universe. Radius-it is constantly growing increasingly distant galaxies will be visible, but at the expense of the red shift of long-gamma substantially weakened. 

In any case, gamma surge can strike only one hemisphere of Earth. 

Similar considerations are true for the unlikely event, the Relativistic particle collisions with excessive energy, which energy sufficient to make a strong explosion. (However, the distribution of cosmic ray particles to energies of energy "heavy tail" and the origin of these particles is not very clear.) 

Revitalization galaxy nucleus (where sits a huge black hole) is also very improbable event. In distant galaxies young nucleus actively absorb such a substance which when twisted in the fall akkretsionny disk and radiate intensely. This is a very intense radiation and may hinder the emergence of life on the planet. However, our galaxy nucleus of a very large and therefore can absorb a star almost immediately, not breaking them into parts, and therefore, less radiation. Moreover, it is nablyudaemo (Sagittarius A), and a number of large amounts of substances not ready to absorb only a star in orbit with a period of 5 years, but for a long time and she left. And most importantly, it is very far from the solar system. 

Supernovae. 

In the vicinity of the Sun has no stars, which could become dangerous supernovae. (Closest candidates and Mira Betelgeyze - are at a distance of hundreds of light years.) Furthermore, supernova radiation is a relatively slow process (last months), and people may To hide in bunkers. Finally, if a dangerous SuperNova will be strictly in the equatorial plane of the Earth (which is unlikely), it will be able to irradiate the entire Earth's surface, otherwise one of the poles farther. 

Global warming. 

Global warming linked with a number of natural processes, and with the amount of technology "," man, so to purely natural risks it can be attributed only conditionally. 

Limited global warming a few degrees will not lead to the extinction of humanity, even as melting glaciers in the past have not resulted in the death of all people. Hence the calls for electricity savings as a way to save the world is a certain stretch, which only undermines the credibility of the very idea of the danger of warming. 

One fairly marginal, but several researchers have accepted the possibility of global catastrophe is widening Unlimited greenhouse effect (runaway greenhouse effect). Unlike the media promoted the concept of the greenhouse effect, which argues that in the worst scenario, the Earth's temperature will increase by 2 degrees and ocean levels to rise several meters, the researchers argue that the greenhouse effect is on the threshold of irreversibility, after which he will go down in phase positive feedback and the Earth's temperature to rise by tens and hundreds of degrees, making life on Earth impossible. This is because water vapor (not in the form of clouds, and dissolved in air) is a very powerful greenhouse gas, and stocks finished evaporating water on Earth unlimited. In addition, a gradual increase in solar luminosity, increasing the length of Earth days, the accumulation of carbon dioxide and reducing solubility of carbon dioxide in the oceans to rise in temperature are working to make the greenhouse effect more powerful. But another factor is fraught with dramatic increase in the greenhouse effect - the destruction of vast reserves of gas hydrates on the seabed, which would lead to the allocation of large amounts of methane atmosphere-the strongest greenhouse gas. Destruction of gas hydrates may take nature a chain reaction that has already happened once a few tens of millions of years ago when the Earth's temperature has increased by several thousand years by about 10 degrees. But then hydrate was much smaller. Perhaps that understanding of the risks irreversible catastrophe so far this century behind the efforts of governments to reduce greenhouse gas emissions. This scenario can be called Venerianskim because it is largely thanks to the greenhouse effect of temperature on the surface of Venus is more than 400 C. Global warming is a systemic risk, because it linked a variety of factors: the Sun, Earth minerals, oceans, people, politics, volcanism. 

Conclusions: An advanced civilization could easily confront climate change, such as dispersing different powders in the upper atmosphere to heat or cool it. Worst scenario implies a situation where the irreversible process began nagrevy atmosphere (at the same time the rise in temperature may still be small, the main thing is the formation of positive feedback chains), then civilization is lost for some internal reasons their ability to regulate high-tech climate, to otkatilas an earlier level. Then it can be completely decimated irreversible heating of the atmosphere, which occurs decades after technical collapse.
Sverh-tsunami. 

Ancient human memory as a most terrible catastrophe brings memories of the immense flooding. But on Earth, there is no amount of water that the ocean level has risen above the mountains. (Reports on the recent opening of several underground oceans exaggerated, in fact, it was a just a rock types with high-water level 1 percent.) 

The average depth of the oceans is about 4 km. And limit the maximum height of the same order - if the opportunity to discuss the wave itself, rather than what may be whether the reasons that create such a wave heights. This is less than the height of highland plateau in the Himalayas, where there are people, too. The options when it is possible to wave a gigantic tidal wave created would pass near the Earth would be very massive body, or if the Earth's axis of rotation would be shifted or changed to speed. All of these options, though found in different "strashilkah" the end of the world, seem impossible or unlikely. 

So, it is very unlikely that the gigantic tsunami destroy all human beings-all the more that survive submarines, many ships and planes. 

However, a gigantic tsunami could destroy a significant portion of the world's population, moving humanity in postapokalipticheskuyu stage for a number of reasons: 

1. Energy tsunami, as surface waves diminish proportionately 1 / R, where tsunamis caused by a point source and a little flock, if the linear source. 

2. Losses on the transfer of low wave energy. 

3. A large proportion of the world's population and a huge proportion of its scientific and industrial and agricultural potential is on the coast. 

4. All of the oceans and seas are linked. 

5. The idea to use the tsunami as a weapon has already occurred in the Soviet Union in connection with the idea of establishing gigatonnyh bombs. 

The advantage here is that the most dangerous sources of tsunamis caused by the linear-motion geological faults, and most accessible sources of tsunami-point: bombings, the fall of asteroids collapse. 

Sverh-zemletryasenie. 

We'll call this file sverhzemletryaseniem fluctuations surface, resulting in complete destruction and covering the entire surface of Earth. Such an event could not kill all the people, as would have been ships, aircraft, and people in nature. But it would clearly be destroyed technogenic entire civilization. 

Where would be able to take such sverhzemletryasenie? 

• Explosion supervulkana 

• Falling asteroid (s) 

• Explosion sverhbomby 

• cracked earth from ocean ridges 

• Unidentified Earth processes in the kernel. 

With an equal energy, sverhzemletryasenie be less dangerous than sverh-tsunami because his energy will be distributed by volume. 

Margins suggestion put forward that when the earthquake might occur, not only sheared deformation, but supersonic shock wave. 

Perepolyusovka Earth's magnetic field. 

For some reason we are so fortunate that we live in a period of weakening and perepolyusovki follow the Earth's magnetic field. This may be normal fluctuations, and maybe this is a manifestation of the investigation Anthropic principle, which makes it plausible to observers detect himself at the end of periods of sustainability. 

I think that in itself will not lead to a reversal of extinction people, as this has already happened many times in the past. However, the simultaneous combination of three factors - the fall to zero magnetic field of Earth, ozone depletion and severe solar eruption will lead to the collapse of all electrical systems, that the potential to break the technological civilization. And even at the very collapse of this frightening, but what will be in the process of its nuclear weapons and all other technologies. All the same flock to the magnetic field slowly enough so that it obnulitsya unlikely in the next few decades. 

Another catastrophic scenario is that the change in the magnetic field due to the changes in the flow of magma in the kernel that could someday somehow to the global volcanic activity (data on the correlation seen periods of activity and periods of change poles) 

The third risk is that, suddenly, we do not understand the reasons for the existence of Earth's magnetic field. For example, it does not involve the flow of lava, with a microscopic black hole in the center of the earth or clot dark matter particles. If so, these sites are able to unexpected behavior. 

The emergence of a new disease in nature. 

It is extremely unlikely that a single disease, which can destroy the time for all people. Even in the case of mutation of avian influenza or bubonic plague survivors, and will not illnesses. However, as the number of people grows, the increasing number of "natural" in the reactor, which can be cultivated new virus. Therefore we can not exclude the chances of a major pandemic, in the spirit of "Spanish". Although such a pandemic would not be able to kill all the people, it can seriously damage the level of development of society, lowering it to one of postapokalpticheskih stages. 

Such an event could happen just before a ripe powerful biotechnology, as they will be able to build fast enough drugs against it - and simultaneously zatmyat natural disease with a much greater opportunity to create artificial speeds. 

Natural pandemic is possible and at a postapokalpticheskih stages, for example, after a nuclear war, although in this case the risks of biological weapons will prevail. 

To a natural pandemic is a truly dangerous for all people, should occur simultaneously across a multitude of deadly pathogens that naturally unlikely. 

There is also a chance that the powerful Epizootics collapse syndrome - bee colonies, African Fungus on wheat, and the bird flu-like feeding people to violate the system so that it will lead to a world crisis, fraught with wars and the decline in the level of development. 

Marginals natural risks. 

In this section, we mentioned the global risks associated with natural events, the likelihood that the 21 st century is very small, and indeed, the very possibility of being neobschepriznannoy. While I personally think that these events could not take into account, and they are not possible, I think that there should be a separate category for them in our files about the risks that, the principle of precaution, to maintain a vigilant against the emergence of new information, likely to confirm these assumptions. 

The shift in the vacuum state with a lower energy. 

It is estimated Bostroma and Tegmarka obschevselenskoy likelihood of such a catastrophe is less 1 per cent in the coming years billion. This gives a chance is less than 1 in a billion that it will happen in the XXI century. 

Unidentified Earth processes in the kernel. 

There is the assumption that the source of terrestrial heat is a natural nuclear reactor for uranium in the center of the planet [Anisichkin, 1998 http://www.vniitf.ru/rig/konfer/5zst/Section2/2-4r.pdf]. Under certain conditions - for example, when faced with a large comet-it can move in supercritical state of the planet and cause an explosion, which may have been the cause of the explosion Phaeton, which may be a belt of asteroids. Hazardous experiments with neutrons or neutrino could also destabilize it. Another, foreign, author Martin Herdron suggests that the natural nuclear reactor at the center of the Earth has a diameter of 8 km and can create cool and stop the Earth's magnetic field and heat. (http://arxiv.org/pdf/hep-ex/0208038) 

If for some standard geological processes are ripe, it means that much easier to click on the "trigger hook" to launch them, and hence, human activities can awaken them. 

The processes in the kernel in the past may have become threatening causes such phenomena as trappovy volcanism. At the border Permian period 250 million years ago in eastern Siberia izlilos 2 million cubic km. lava that thousands of times higher than the volume of modern supervulkanov eruptions. This led to the extinction 95 per cent of species. 

Prior to the border corners nucleus around 3000 km and to the Sun 150000000 km. From geological disasters each year are killed tens of thousands of people, but from the solar catastrophes none. Directly under us is a giant pot with lava raskleennoy, compressed gases specified. 

The processes in the kernel also linked to the earth's magnetic field changes, physics which are not yet understood. Krasyliv suggests that the continuity of times, and then the Earth's magnetic field variability preceded trappovym izliyaniyam enormous. (Krasilov VA Biosphere Model crises. Ecosystem restructuring and the evolution of the biosphere. Vol. 4. M.: Issuing Paleontologicheskogo Institute, 2001. S. 9-16. http://macroevolution.narod.ru/krmodelcrisis.htm). We now live in a period of variability magnetic field, but not after a long pause. Periods variability of the magnetic field tens of millions last year smenyayas period of stability in the tens of millions. (There is also a marginal theory that the increase in hydrogen degassing plain English connected with the exit on the surface of the new spot that is magmatic plyuma cut from the corners of the kernel.) So when the natural course of events, we have millions of years before the next manifestation trappovogo volcanism, if at all, would that mean the likelihood of some 0.01 per cent in the century. The main danger here is that people all their incursions deep into the Earth can push these processes, if their degree of readiness has reached some critical level. (However trappovye lava lava substances are not very heavy nuclei Earth-iron, and movement are heated up the warm parts of the kernel mantle.) 

In liquid kernel Earth's most dangerous gases dissolved in it. They were able to escape to the surface, where they would be given channel. As the deposition of heavy iron down, it is chemically cleaned (recovery from high temperature), and more number of gas is released, causing the Earth degassing process. There is the assumption that a powerful atmosphere of Venus emerged relatively recently as a result of intense degassing its subsoil. 

A danger is the temptation to receive free of charge terrestrial energy subsurface vykachivaya hot magma, but if you do in the field of non-plyumami, it should be safe enough. 

There is an assumption that the ocean floor from spredding zones median ridges is not smooth, and leaps that on the one hand, is much rarer than in the earthquake zones subdukuktsii, on the other hand, is much stronger. Here apt metaphor for the following: energy gap air ball much more powerful process than his wrinkling. 

There is still okolonauchnaya theory that the melting of the Greenland ice age Shield lead to the unloading of its stock and strong earthquakes, as well as the giant water vapor explosion that has proven to depth. And that process starts on the Atlantic gap median ridge. 

Finally, there is a bold assumption that in the center of the Earth (as well as other planets and stars, even) are microscopic (on the astronomical scale) relict black holes that had arisen during the outbreak of the universe. (http://www.chronos.msu.ru/RREPORTS/parkhomov_o_vozmozhnykh.pdf and http://www.astronomy.ru/forum/index.php/topic, 23957.0.html) 

According to the theory of S. Hawking relict hole should slowly evaporating, but with the escalating speeds closer to the end of its existence, so that in the last seconds of such a hole produces outbreak energy equivalent of about 1000 tons of mass (and in the last second 228 tonnes) (approximately equivalent to Energy 20000 gigatons of TNT equivalent, it is approximately equal energy of a collision with Earth asteroid, 10 km in diameter (http://en.wikipedia.org/wiki/Hawking_radiation)). Such an explosion would not have destroyed the planet, but would be triggered by a huge earthquake entire surface force, probably enough to destroy all the buildings and push civilization to a deep-level postapokaliptichesky but people would survive, even those that would be in the planes and helicopters in the this point. 

Mikrochernaya hole in the center of the Earth would have two simultaneous process of accretion - loss hokingovskim substances and radiation, which could be in balance, but the shift in the balance of any party would be fraught with disaster-hole or an explosion, or the destruction of the Earth or acquisitions by its more powerful the allocation of energy in accretion. Black hole in the center of the Earth could also be a source of the Earth's magnetic field and cause its variability. There may also be a few holes mikrochernyh rotating around each other. I recall that there was no evidence of the existence of black holes relic. 

Explosions other planets of the solar system. 

There is another assumption on the possible causes of the explosion planets, in addition to uranium reactors explosions in the center of the planet for Anisichkinu, namely, the specific chemical reactions of ionized ice. Drobyshevsky [Drobyshevsky, 1999] implies that such events occur regularly in ice satellites of Jupiter and the Earth to be dangerous entity huge meteoroid stream. He suggests that in all these processes satellites already ended, except for Callisto, which could explode at any moment and proposes to send to study and prevent the phenomenon significant resources. 

In any case, than would have been caused by the destruction of another planet or a large satellite in the solar system, this would threaten the Earth's long life from the debris of the fallout. 

Nemesis. 

There is a hypothesis that at the periphery of the solar system is invisible stars or large planets, which revolves heavily on its elliptical orbit and gravitational perturbations regularly leads to biological crises on Earth. Regularity it can be millions of times in the years (for example, Proxima Centauri, Alpha drawn around for millions of years). However, the study of bodies in orbits of Kuiper belt orbiting Pluto have not found a large body of influence. If such a body would be to Adler to the Sun, it would likely have found over the decades. 

Another dangerous variant associated with the Nemesis, is that it does not approach the Earth, but only deepened sometimes in the cloud-Horta, provoking regular fallout comets. But this is a very slow process, so that it does not threaten us in the XXI century. 

The termination of the "protection", which gave us antropny principle. 

I am considering in detail the issue in the article "Natural disasters and antropny principle." The essence of the threat that for the formation of life on Earth reasonably should have been give a unique combination of conditions that were in effect for a long time. However, it does not follow that they will continue to operate. Accordingly, in the future, we can expect that these conditions gradually disappear. The speed of this process depends on how incredible and unique combination of the conditions was to help shape a reasonable life on Earth. What neveroyatnee the combination, the sooner it can end. To the outside observer it would seem like a sudden deterioration and wanton many vital parameters that support life on Earth. (To cite an example from normal life for this situation: if we choose arbitrarily rights, the expectation of his remaining life expectancy equal to half the average life expectancy of people, that is approximately 40 years. however, if we take many unique older people who lived before 110 years, among them the average life expectancy is only 2 years.) 

Considering this and similar examples, it can be assumed that the effect of sudden increases the likelihood of natural disasters that can oborvat life on Earth, 10 times. This effect is acting on a lesser scale than when applied to all life on Earth and to a reasonable person and a continuous written tradition. 

For example, the enormous eruption Toba, which put humanity at the brink of extinction occurred 74000 years ago, and for statistical reasons, in the spirit of the formula Gotta chances of re-eruption of similar size in the coming year are the order 1 / 100000. if, however, take into account our amendment, it will be 1 to 10000, or 1 percent in 100 years. 

Although now sverhizverzhenie magnitude Toby not lead to the inevitable extinction of humanity, it could destroy modern civilization, translating it into postapokalipticheskuyu stage, and completely destroy civilization, if it has proved so far to postapokalipticheskoy stage. 

This shift is related to the probability that a reasonable life rather rise after a long period of absence stay its development of natural disasters, and not in a casual moment between natural disasters. 

Species risks not associated with the new technologies. 

The exhaustion of resources. 

There is a widespread view that civilization is doomed because of the exhaustion of easily accessible hydrocarbons. In any case, it alone will not lead to extinction of mankind. However, this would create significant problems if the oil will end earlier than uspeet society to adapt to the end - that is fast. However, huge reserves of hard coal, and technology for production of liquid fuels from more actively used in Hitler's Germany. Vast reserves of methane hydrate are on the sea floor, and efficient robots could extract it. And existing technologies of wind power, solar energy conversion and the like generally sufficient to maintain the development of civilization, although some may decline in living standards, and the worst case - and a significant decline in population, but not complete extinction. 

In other words, the sun and the wind contain energy, which is thousands of times bigger than the needs of mankind, and we generally know how to extract it. The issue is not about whether we have enough power, but that there gets there, we put into operation the capacity to retrieve it before the shortage of power will undermine technological civilization, with the possibility of an adverse scenario. 

In addition, the completion of the exhaustion of resources is beyond the forecast horizon, which sets the pace of technological change. (No change in trend-time Peak Oil, is located within the horizon.) Only assuming full stop progress in the field of robotics and nanotechnology can build accurate predictions of when and what resources ischerpayutsya. The question is whether the beginning of the exhaustion of resources and the concomitant crisis is undermining the development of technology - and we will discuss this question in the chapter about a systemic crisis. 

Conclusions: more rapid processes overlap slower. Therefore, the exhaustion of resources should not be seen as a real risk of eventual global disaster in the current time. However, it may show itself as a factor in the case of more complex scenarios. 

Relocation. 

Obviously, the overcrowding itself can not exterminate anyone, but it can create the conditions in which there will be any shortage of resources, and any conflict worse. In doing so, we need to take into account not only people but also of their cars and living standards. The car, which was in the garage, eat oxygen and biofuels also load the biosphere, as a number of people. Therefore, even people suspension population growth will not mean the end of the problem of overpopulation, as well as with the development of technology, each appear their cars, houses, household robots and t e. In theory there is a problem, which consists in the fact that population growth will sooner or later will overwrite any resources even if mankind zaselit entire galaxy, and therefore something should come point, which would end unlimited expansion material. Kapitsa withdrew formula, which should be hyperbolic growth of the population to care for infinity in the area in 2027. (Although believed that the application of this formula prekatilos.) While real growth of the population has fallen behind schedule, we can again come closer to it, if we add the number of installed computers. 

In addition, the growth of the human population increases the likelihood of spontaneous generation of dangerous infectious diseases. 

Conclusions: most of all, which gives us the curve of population growth is the realization that both could not continue forever, and therefore must be a certain point of break or fracture, followed by a stabilization. This can be a qualitative shift in the level of sverhtsivilizatsii and stabilize at the current level, and the reverse in the past, some stable condition, and total destruction. 

The collapse of the biosphere. 

  If we master genetic technology, we can arrange a collapse of the biosphere as an incredible scale, and find the resources to protect it and repair. One can imagine a scenario in which the entire biosphere is so contaminated radiation, genetically modified organisms and toxins that she is not able to fill the needs of mankind for food. If that were to happen suddenly, it would civilization to the brink of economic collapse. But enough advanced civilization will be able to build and protect food production in some sort of artificial biosphere, like the greenhouses. Consequently, the collapse of the biosphere is dangerous only if Rollback civilization to the previous stage, or if the collapse of the biosphere is of this rollback. 

The socio-economic crisis. War. 

More the issue would be considered further in the chapter on the various systemic crises, as in modern society such a crisis could not rely on the various new technologies. 

Without such technology obschestvenno-politicheskoy war or crisis can not occur simultaneously throughout the Earth, and thus create a global risk. 

Genetic degradation and the weakening of fertility (the ability to reproduction). 

  It is obvious that the genetic degradation can manifest itself only over many generations. If there is a highly developed civilization, it has been through the generations, we will be able to manage the development of embryos and select most of them healthy, and treat genetic diseases in different ways. If the degradation of humanity waiting at a low level of development, the population will go through the current "bottle neck" that dramatically increase the pressure of natural selection, and increase the quality of genes. Similar considerations are correct and problems with fertility. 

Conclusions: The above mentioned factors do not threaten the survival of mankind. 

"The moral degradation". 

In itself, the moral degradation could not kill anyone, but may be significant factor in the scenario systemic crisis, and will be considered later. 

Exclusion of other species. 

Many species of animals konchili that were driven out more effective modes, or again in them. The emergence of this type by natural evolution in the next 100 years is not possible. Even growth and the reduction of different races and peoples are not processes that uspeyut completed in 21 century. Furthermore, changing the ethnic composition is not a threat to the survival of mankind as a species, although on this topic zavyazano a lot of emotion, and ethnic conflicts can be a sort of second global risk - that is the situation, reducing the survival of mankind. 

But it is possible as a special case of genetic experiments or development chelovek-kompyuter symbiosis. But such risks are likely belong to the other category is likely to section on artificial intelligence, as well as to displace rights, a new type is likely to be smarter. 

Unknown to us now causes disasters. 

It could be a kind of "Moore's Law" for global disasters. Every N years (estimated around me in 30 years), we doubled the number of known natural disasters that might threaten mankind. Every M years (estimated around me in 15 years) technical ability to organize a global catastrophe - that is, the ability of humankind to self-destruction - doubled. These figures are taken, of course, from the ceiling, but the essence of that in the middle of the twentieth century, the idea of a global catastrophe has not yet been practically, but now we can easily name a dozen artificial way to exterminate the human genus. 

And it will allow us to assess the level of ignorance in the sense of global catastrophes. We can say that in 50 years, not only ripe us some easy-to-understand technology, but may be a new idea about what is possible threats still living. 

As far as mastering different increasingly powerful sources of energy, more precise knowledge of the world and ways to manage the matter, as the opening of new physical laws, and all the new ideas, there are more and more opportunities to create an absolute weapon. Therefore, we shall in no case should be given a list here closed. 

Moreover, most occurred in recent disasters have been unexpected. Not in the sense that no one ever predicted anything like this - you can always find a posteriori record where something Here described something similar. And that the majority of the people and leaders are not aware of the possibility of such a scenario, and therefore nothing taken. Chernobyl, 11 September, dislodging Kolka glacier, the Indian Ocean tsunami, disease bees CCD, sat down in the valley geysers are some examples. 

Even some combination of known factors that can lead to a global catastrophe is not clear, for example, ponadobilsya me almost a year to suggest that passive SETI includes a global risk, although I had all the necessary data. 

Accordingly, we can conclude that the time even to the ordinary catastrophes, we are not prepared, and a list of known their capabilities far from exhausted, it is all the more our list of global catastrophes is not perfect. 

Moreover, unknown risks are more dangerous than the known, as we are unable to measure them, are unable to prepare them, and they always catch us by surprise. 

Common signs of any dangerous agent. 

By definition, in odnofaktornyh scenarios is always a factor, which has been in operation for all people. About this factor can say this: he is born in some sort of point, distributed over the entire surface of the Earth and act on every individual. Accordingly, the difference may be in how it arose at that point, as he left it, as extended on the ground, and as acted by each person. In each of these items, there are several options, sufficiently independent from each other, allowing design "scenario" by typing different chains of these options and attributing them to varying probability. 

This set of qualities may serve as a kind of card when checking on the security of every new technology or a natural phenomenon. Namely, we should check the following set of characteristics: 

1. Can the new technology used for the destruction of life or cause it? 

2. If so, how it can get out of control? 

3. Could it spread across the globe in such a way as to affect every human being? 

4. Can it happen so quickly that we do not oppose this gets? 

5. How they can interact with other technologies, while reinforcing its own risk? 

6. It is easy to build a defense against the dangers of this technology? 

7. How accurate and reliable can be our predictions of the risks of this technology? 

Ways to arise. 

The dangerous factor threatening global catastrophe, it might be as follows: 

A) Random natural occurrence. For example, podlet sverhvulkanov eruption or asteroid. 

B) The creation of man. In this case, most likely, we are talking about some sort of laboratories. This could be the creation or accidental, or conscious. Can and the combination of both - when what should have been limited radius of destruction (or even seen as a safe and useful), has acquired the worldwide radius of destruction. (Examples: Originally viewed nuclear weapons as weapons of local action, but then emerged submission that it could threaten the entire Earth's civilization; II, which is alert to be friendly and love people who can show such "Druzhestvennost" as a "disservice" in services.) 

Exit point and the beginning of distribution. 

It is obvious that this is happening or command a certain person, or by chance. Immediately should say that the combination of these possible scenarios: some people favored team, the full meaning of which is not understood, or it is carried out properly. Or some people from committing a terrorist act, resulting in the destruction of laboratories, which is supervirus. 

The point at which the product is dangerous or laboratory, where he created, and then it is likely an accidental incident or the starting platform, where the technology turned into some kind of product, which has become a weapon. Just this point can be somewhere on the road in the space of a laboratory before starting the test-site, transportation, in the workplace. 

It is important to note a significant difference between the motives of those who built the weapons ship of the day, and the person who then decided to use. For example, the atomic bomb created to protect against a foreign aggressor, and the terrorists can seize its demands for secession by some territories. This dvuhfazovy landing scenario may be likely odnofazovogo. 

Types exit point: 

1. Leak - Leak starts quietly, and quietly, without anyone's will. This applies to situations like the leakage of dangerous virus, which has not seen before illnesses from the outside. The leakage of hazardous chemical or nuclear materials will be immediately noticeable, and is likely to be accompanied by an explosion. 

2. This breakthrough - propulsion breakthrough something that was locked, but wants to escape outdoors. Could II applies only to the living or genetically engineered substance with the beginnings of intelligence. 

3. Explosion-catastrophic scenario occurs in the point spread its implications. Rather, it refers to the dangerous physical experiments. 

4. Run-someone decides to distributing agent or use dangerous weapons ship days. 

It is clear that there could be some combination of baseline scenarios. For example, a laboratory explosion resulting in leakage of the dangerous virus.

Circulation importantly destruction. 

Analyzing any phenomenon or invention, as a possible risk factor for the global, we should pay more attention to whether he can for the final time, absolutely affect all people, than what could he kill people or not. To some become a global risk factor, there are two necessary conditions: 

A) he kills everyone, which affects at 

B) It operates on all people for the final time (for the time, less than the ability of people to samovosproizvodstvu.) 

However, if the first condition is relatively easy to achieve, as there is an infinite number of ways of causing death, and they have all the time to anyone operating, the second condition is much more rare. So, as soon as we find even innocuous factor capable people to work at all, it should concern to us more than the discovery of a certain very dangerous factor, which operates only on certain. Because any factor can be a universal carrier for a kind of dangerous effects. For example, as soon as we realize that the sun illuminates every person on Earth, we may ask, but may not happen if the Sun with something that will affect everyone? They also regard the Earth's atmosphere, its bark, especially space, which surrounds the entire Earth. 

Method of distribution. 

Indeed, the ability of the global spread of weapons makes sverhoruzhiem. Vsemirnost This means not only the entire surface of the globe, but also the ability to penetrate the bunker, and all remedies, as well as the speed of this process, which makes it impossible to confront it with new discoveries. (Say, can be glaciation world, but is likely to be slow enough that it can adapt.) 

Ways and factors affecting the ability of the agent to spread everywhere are: 

1) by the wind in the atmosphere; must separately allocate the rapid movement of the upper atmosphere (where speed can be 100 m / s, which means that time - worldwide spread of a few days), as well as the tendency of substances fall into irreversible draft, which reduces the quantity. 

2) agents covering its course-bacteria, samonatselivayuschie nanoroboty, missiles. 

3) from person-to-person virus. 

4) with special dispensers. For example, one can imagine a catastrophic following scenario: a low polar orbit satellite flies and continuously dumping radioactive capsules with a substance or other hazardous reagent. For several days he could go over all the points of the globe. 

5) the explosion itself, creates a huge movement. Drum wave helped to push through an agent in all gaps. 

6) network distribution. So could II distributed on the Internet. 

7) mixed modes. For example, early in the bombing dispersing radioactive substances, and then they sort of wind. Or some kind of mold wind shifts, but on the ground it multiplies. It is clear that multimodal means of circulating far more dramatic. 

8) agents with elements of reason to bypass obstacles (computer viruses, II, mikroroboty, aggressive animals). 

9) suddenness and secrecy helps the spread of an agent to infiltrate everywhere. 

10), a high capacity for transport, "and" lipuchest melkodispersnost (as a lunar dust). 

11) The ability samoraznozhatsya, as in nature, and on the individual or on the intermediate media. 

12) Mnogofaktornost - if there is quite a lot of different agents, for example, in multipandemii. 

13), in distributing a significant concentration. The higher the concentration gradient, the greater the ability to penetrate reagent "all gaps." In other words, if the concentration in the atmosphere is 1 fatal level, then there will always be areas where, because of different flyuktuatsy this level will be much lower and the people there to survive, even without bunkers. But if the concentration is very high, it will help only completely sealed, pre-equipped with bunkers. Concentration also increases the velocity of propagation. 

14) Then, it is important duration of the agent. In short acting agent (gamma-vsplesk) can singed a significant portion of the biosphere, but there will always be safe, to which he did not tear. But prolonged infection, such as cobalt-60, makes it impossible to survive in small shelters. 

15) Finally, we must take into account the ease of filtration and decontamination of the lighter-air filtration and decontamination of people leaving on the surface, the safer agent. Biological agents can be easily sterilize in ventilation systems, but exits to the surface would be excluded because no sterilizuesh rights. 

The method of causing death. 

The main part of a global catastrophe, which we call the "agent" may not kill people, but only divide and deny them the ability to reproduction, such as superdrug or virus sterilizuyuschy all people. Or drive them all in the bunkers where they were doomed to degradation. 

The agent can be odnofaktornym-for example, it might be a certain disease or radiation. When there is a difference between the instantaneous death and long Dying. 

The agent can have multi-injurious effects of the atomic bomb. But to be the main factor, a universal Action of the entire world, or sufficient density of different factors. 

The agent can also cause no direct effect, and evenly throughout habitat destruction. (Asteroid, the destruction of the biosphere) 

Extinction could also take the form of crowding out slower in second-ecological niches (options: "Zoo", all-pervasive unemployment in the spirit of article "Why we do not need the future?") 

Destructive agent could cause the emergence of new agents, each of which operates in its own way. For example, the proliferation of machines for programming viruses (+ virus that causes some people desire to destroy the entire world) could become such superagentom causing agents many different lives in different parts of the Earth. In a sense, the very scientific and technological progress is such superagentom. 

The agent can be intellectual, that in each case to use in many different ways. (Vrazhdebny II, the eschatological sect). 

Typical types of destructive effects: 

Whatever may be caused by "light" end, it will affect the people and their bunkers, most likely one of several ways listed. These techniques generally agree with the conventional factors affecting nuclear explosion. Any process that can simultaneously create at least one of these factors, throughout the earth, shall be assigned to the weapons ship "day". 

• Drum wave-can directly cause death, destroying bunkers and all other man-made objects. 

• High-temperature long-term exposure of high temperature almost no protection, as well as any bunker progreetsya sooner or later. Deep in the ground to bury o fail, as the temperature in the mines is rapidly growing at about 30 degrees per kilometer depth. 

• Cold. It is easier to oppose than high temperature. 

• High pressure 

• Fly substance 

• radiation and radiation. 

• Fluctuations in the earth's surface. 

• The loss of a vital resource, oxygen, food, water. 

• The defeat samorazmnozhayuschimsya agent (in a sense, too, has the ability to fire samorazmnozhatsya). 

• Supersonic shock wave, possibly with sufficient severely impact, it could cover a large part of the earth's crust (although it would be absorbed viscosity). 

The difference between a very large disaster and the final global catastrophe may be that in the first case would survive although the proportion of people per cent and territories. It is therefore an important sign of this global catastrophe is the fact that it covers the entire territory without exception. Through what is happening: 

Due to a very high level of redundancy destructive impact. 

By that destroys the agent has a "sverhtekuchestyu" in nature. 

The temporal structure of the events. 

Regardless of how previous exist factors that could indicate the following sequence of events in time for odnofaktornoy global disaster: 

1. Phase loom. It includes the invention, creation, application and prepare for the emergence of a plan for the application. If it is a natural phenomenon, it is the accumulation of energy in cells supervulkana Adler or asteroid. This also includes the accumulation halatnostey in the line of instructions and errors in drafting instructions. 

2. Moment trigger event. One event in the space, which defines the beginning of the process. This may be a decision on nuclear blow, cracks in the lid of volcanic chamber and the village t Spuskovoe event starts chain of events following each other with a high probability of a certain temporary schedule. In doing so, if the trigger event did not happen, then the whole process could be to detach o indefinitely long time. But the mere trigger event may be outwardly innocuous and is not perceived as such. 

3. Here chain of events leading to the release of a dangerous agent point his location. This item consists of four versions of "breaking point", which we discussed above: leaking, breakthrough explosion launch. 

4. This phase occurs agent spread over the entire surface of the Earth (as well as in outer space beam, if you already have a separate space settlements). That spread can be a) a concealed b) accompanied by the destruction process itself. Covert can be dangerous, because there remains areas to prepare pace. 

5. Phase devastating process. Then, the process is evolving, covering the entire surface of Earth. The epidemic or shock wave. 

6. point of irreversibility. The spread has some degree of uncertainty as to their nature, and it is estimated people. If the process is not instantaneous, it is a place people struggle with it. That moment when people lose that fight and extinction becomes inevitable, and there is a point of irreversibility. While it may not understood as such. You can describe this point, and so that it can be mathematical. The point of irreversibility is a time when technological factors extermination excess capacity civilization, including the potential for the advancement of these technologies. Dependent as the extermination of the concentration factor, and the level of civilization. If as a result of a major disaster civilization level falls below some sort of point and the annihilation of factors - above it, the more irreversible extinction. To a certain probability, of course. 

7. death of the last person. After the point of irreversibility should extinction survivors of people. This process can rastyanutsya over time even for many years by bunkers. It may even represent a very long state of survivors aside for the tribe by a certain island. But this tribe can be a chance to rebuild civilization. 

8. processes after. After the death of the last person on Earth processes is not completed. It may begin to develop new species, possibly Earth will be settled by robots, and nanorobotami II. There is also hope that a new type of reasonable voskresit rights of survivors DNA. 

  Predavariynye situation 

There are also different types of social situations where accidental or narochnoe application means universal destruction becomes more likely. 

1) The war for the unification of the planet. 

2) The struggle of all against all for resources in the face of drying and exhaustion. 

3) Increasing structural degradation, a la the disintegration of the USSR. 

4) The technical accident, leaking 

5) Sabotage to destroy all human beings. 

6) Random war 

7) Blackmail machine doomsday device day. 

8) The failure experiment 

9) Mutiny for the purpose of establishing power on Earth. (II, fascists, etc.). 

The intentional and random global catastrophe. 

Any global catastrophe can be distinguished on the ground, whether they have some sort of reasonable force, which it is seeking to arrange a global catastrophe, or was it a random process that has no goals. 

The first version includes global disaster: 

A) managed people 

B) associated with the II 

B) occurring because of collisions with other inhumane reasonable force. 

The second: accidents, leaks, natural disasters, systemic crises. 

The integration of the first and second scenarios: There may also be a scenario where the first phase of disaster conceived by people with certain goals, but then pulled out of control process. For instance, terrorists may deliberately provoke a nuclear war, but did not submit its scope. Or some Buddhist sect may deliberately infecting virus happiness of all people, but not to take into account that such people will not be further deesposobny. (Dalai Lama recently suggested in the spirit that it would be a good idea using genetic manipulation to remove people from the negative emotions.) 

On the other hand, a victory over the forces of reasonable people to say that some reasonable strength in nature, remains (unless it ends after a), and, consequently, the final disappearance of reason in the universe is not happening. And once a reason, the superior human remains, and he could return to the life of people. But there are reasonable force, fundamentally different from human consciousness, for instance, the evolution. Evolution much "smarter" rights (which it spawned), but loses speed indefinitely. (But not everywhere, such as natural selection of microorganisms that are resistant to antibiotics, occurs at speeds comparable to the development of new antibiotics.) If one of the options for the future II will use the principles of evolution, but much faster, it can achieve "victory" over human beings as better Solver any challenges, but you will not be aware of the substance in our understanding. Developments such II succeeded in the direction of being called "genetic algorithms".

The machine doomsday device Day 

Gather into a separate category of "all options machines ship days", which could create the most malicious group of people. Perhaps, the term dates back to the Kubrick movie "S." Doctor Strangelove. (Plot his brief is: "Russian" create "The machines ship days", which detonates the entire world, if the Soviet Union to attack. during internal zavarushki rebel crazy in the United States, General strikes at the USSR, not knowing the car Sudnogo day. As a result, the machine run. Russian ambassador said: "I can not turn off this car, otherwise it would have been pointless." Dr. Streyndzhlav observes: "But what meaning that the car was kept secret?" Russian Ambassador says: "We are going to announce it in coming Monday. "To have a car, which was dramatically reduce the risk of a war on Earth, in fact, led to its top. interesting that Dzh.Lesli writes in his book," End of the World. science and ethics of human extinction "that in fact, it would be a good idea would be to have such a machine, as if it had been correctly applied, it would be reduced in the amount of the risk of nuclear war is about as it is now does the doctrine of mutual assured destruction). While the basic idea machine is in the form of blackmail, which implies that the machine is the day the ship will never be used, the very fact of its creation creates the likelihood of its use. 

In addition, there are historical examples of wanton extermination of people, shooting Nazis London Fau-2, ignite the wells in Kuwait. The psychological example is the erosion of a grenade during the arrest. 

Far from any version of a global disaster like the machine suitable doomsday device day. It must be a process that has to deal with some sort of group of people can be run strictly in a point in time and lead to a global catastrophe with a high probability of close to 100 per cent, at least in terms of the developer device. The machine is also the day the doomsday device must be invulnerable to attempts to prevent its use for unauthorized use and should be able to demonstrate the realistic use of that need shantazhistam. (Now, as the ship date of the machine was functional although the possession of any nuclear weapons, although an atomic bomb did not destroy the whole world. example, this is now the role of nuclear bombs in the hands of North Korea, it is well-hidden, but there it demonstrated.) 

• The explosion of the hydrogen bomb 

a) supervulkane 

B) in the coal seam 

B) nuclear reactor 

D) in the layer of gas hydrates in the ocean, with a view to a chain reaction of degassing. 

• Creating hydrogen sverhbomby fixed type. 

• The explosion of cobalt charges, reaktora-chertovoy launch tubes. 

• Details of asteroid orbit. 

• The accumulation of mass antimatter. 

• Proplavlenie Earth's crust using liquid nuclear reactor type drops. 

• Raspylenie dispute anthrax in the atmosphere, the release of large quantities of different viruses. 

• Plum dioxin into the ocean 

• Vypuskanie producers of genetically modified viruses and toxins (dioksinovaya mold, the Black Plaque poll) 

• The proliferation of hundreds of billions of micro attacked all life. 

• The destruction of the ozone layer through a kind of catalyst. 

• The combination of these factors. 

Multiple scenarios. 

Earlier, we were as far as possible, a full list of scenarios odnofaktornyh global catastrophe. There are other versions of the list, article Bostroma Dzh.Lesli and in the book, with minor differences. Now we must ask whether the possible scenarios in which humanity is not to die for one reason, but from some combination of factors, and if so, how and what are their chances of these factors. Say, can be that one continent to exterminate supervirusy, nanoroboty another, and a third die of hunger? 

The integration of different technologies, creating a situation of risk. 

The very rapid development of powerful technologies creates a zone of risk. Technologies tend to help each other in development. For instance, the development of computers helps calculate the properties of new materials and new materials make it easy to create even more productive processors for computers. In modern technology is known as convergence NBIC- that stands for nano-bio-intelligent-cogno. This convergence is an example of a non-linear interference when two weak factor, crushing, but gave a strong linear surge. Nonlinear interference occurs when interacting two fundamentally different but designed for one purpose machinery. For example, if two men pushing a stone, it is linear collapse. But if a man and a woman creates a family, they have acquired a new quality-birth children. Or when a person falls ill with tuberculosis and AIDS at the same time-both on chronic disease, but they quickly burn rights. It may also be noted that the growing convergence of technologies in the course of progress and the selection occurs rapidly developing technologies nucleus (NBIC), which can each help each. In doing so, they may make contributions in the nuclear and space technology, but did not get it back from them input, and therefore does not ring positive feedback, and the technologies behind the mainstream of technological progress. At the heart of NBIC convergence begins emerging something that connects to all of these technologies-Artificial Mind. 

Nonlinear interference occurred repeatedly in the past to create weapons. This technology is not helped in the development of each other, but to create a new machine. For example, a plane with a machine gun, a camera and radio, as an intelligence agent and fighter planes in the First World War. Or intercontinental ballistic missile, which have been combined achievements in the field of nuclear weapons, missile technology and computers, each of which separately would be a thousand times safer. That is the atomic bomb without the means of delivery, or with conventional missile warhead, or missile guidance systems without. (They like to point out that the current reductions in nuclear arsenals offset by the growth of their accuracy, which increases their destructive force.) 

Most projections of the future and describe it as a fiction, plus this one a new feature. The same flawed and forecasts of global risks: they describe the emergence of the world's one dangerous technology, and then consider the consequences of this event. For example, how the world would change if it will be developed nanotechnology. Obviously, this approach nesostoyatelen because the future of technology through joint development, will appear at the same time and join with one another in complex interactions. 

In doing so, and there is a consistent and parallel convergence. Parallel Convergence occurs when several new technologies are combined to create a new product, such as intercontinental missiles with nuclear charge. Consistent refers to a chain of events in which one trigger other factors, such as:-attack economic crisis-war - the use of biological weapons. 

The pair scenarios. 

Consider a hypothetical paired for the start of a global disaster scenarios, that is cross-fertilization between different versions of the major factors taken in pairs, while it is understandable that, in reality, they will act together, but the pair could become "building blocks" (or rather, in connection box ), to more complex forecasting. 

It will sketch a description of this type of interaction, in fact, in order to brainstorm. In doing so, each paired scenario should not be taken as the final forecast, but not because they are too fantastichen, but because it does not take into account the impact of a number of factors. 

AI and biotechnology. 

Sustained Convergence (chain of events): 

1. GM will have sverhintellektom übermensch, which will enable them to create the present computer II. 

2. AI will create in excess of the virus as a weapon. 

3. People chips from the virus, and instead will have to introduce them robots. 

Parallel Convergence: the emergence of new products based on two technologies: 

4. The biological chip assembly sverhplotnyh dramatically accelerate growth II. 

5. Special viruses will be created to establish themselves II program in the brain people. 

6. AI will be set up directly from bio-neurons, DNA. 

AI and sverhnarkotik. 

Consecutive scenarios: 

1. For example, II wish all people happy, and they create such a drug. Or himself and II will be the drug (see virtual reality, Internet and managed dreams). 

2. As of death from sverhnarkotika have to replace them at the II. 

3. Or, conversely, will have to make up some sverh-televidenie to reassure people who are left without work because II. 

4. Sverhnarkotik be hostile II weapon against people. 

Parallelnaya Convergence: 

5. AI pridumaet complex combination of magnetic fields, creating the exact drug effects in the brain. 

Sverhnarkotik and biotechnology. 

1. The production of dangerous drugs will become as easy as growing tea mushroom. 

2. The need of society as a drug lead to the dawn of biotechnology black market, which will make the process simpler and manufacture biooruzhie mass destruction. 

3. To Eight people from sverhnarkotika will spread particular biooruzhie that affects the brain. 

4. One contagious disease will be one of their symptoms have a euphoria and a desire to disseminate it. 

Sverhnarkotik and nanotechnology. 

Even more powerful effect will direct irritation mikrorobotami areas of the brain. Nanoroboty create systems that will display information from the brain outwards (neyroshunty), which will create an even more powerful means of entertainment. (Interestingly, in nanotechnology development program in Russia argued that the market for such devices by 2025, will reach billions of dollars.) However, in general, are the same scenario as in the biotechnology field. 

AI and nanotechnology. 

1. Nanoroboty details of the device will make it possible to believe the human brain that will accelerate the development II. 

2. AI will help to develop and produce sverheffektivnyh nanorobotov. 

3. Advances in nanotechnology will support Moore's Law long enough that computers have reached productivity, multiple human brain superior performance at a very low price. 

4. Nanoroboty and II-holders will get something in between, in the spirit of reasonable Ocean lemovskogo Solaris and mucus Gray scenario. 

5. Hostile nanorobotov II uses as a weapon to establish its authority in the earth. 

AI and nuclear weapons. 

1. AI pridumaet how do YAO easier, faster and cheaper. 

2. The scenario proposed in the spirit in the movie "Terminator" - II uses YAO, to get rid of people. 

3. YAO People used to try to stop the out of control out II. 

Nano and Biotechnology. 

1. Living cells will collect details nanorobotov (synthesized in spets.ribosomah). 

2. "There animaty" artificial life-containing cells as a living, and nanorobotov. 

3. Only nanoroboty give final defense against biological weapons. 

Nanotechnology and nuclear weapons. 

1. Nanotechnology will simplify the separation of isotopes and construction YAO. 

2. Attempts to combat swarms nanorobotov using nuclear strikes will lead to additional contamination and the destruction of Earth. 

Nuclear weapons and biotechnology. 

1. Nuclear weapons can be used to destroy hazardous laboratory and sterilization of contaminated areas. 

2. Bioprospecting may be used for the extraction of uranium from seawater, and its enrichment, as well as for the allocation of plutonium from spent fuel. Or decontamination area. 

3. Nuclear war is happening in the heavily contaminated with biological agents worldwide. The war makes it impossible to adequately pace of production of vaccines and other boards, and at the same time leads to intensive human migration. Resources that could go to protection against microbes left to be protected from radiation exposure. Many people are weakened.
YAO and supervulkany. 

With the help of the hydrogen bomb explosion can provoke supervulkana or strong earthquake. Or conversely, to send his energies on obvodnomu Canal. 

YAO and asteroids. 

1. Through YAO can reject asteroid from the Earth, or vice versa return it to Earth. 

2. Falling asteroid could be perceived as a nuclear strike and lead to an accidental nuclear war beginning. 

3. Asteroid may also destroy the atomic station and cause contamination. 

AI and systemic crisis. 

1. Application sverhkompyuterov create a new type of instability-fast and unintelligible (in the military sphere, in the economy, in prognostiki-futurologii). 

2. War or the threat of war lead to an arms race, which will create the most destructive and dangerous II. 

3. The whole world has dependent on the global management system, which then destroyed hackers. Or it is given command of samorazrushenii. 

YAO and systemic crisis. 

1. Any explosion of atomic bombs in the city could derail the world's financial markets. 

2. Instead, the collapse of markets and the financial crisis could lead to the fragmentation of the world and enhance the temptations of power solutions. 

YAO and climate. 

1. Can narochno cause a nuclear winter, exploding a powerful nuclear charge in the coal seam that is guaranteed to air throw huge quantities of soot. If the theory of "nuclear winter" as a result of attacks on the city's correct, then such action would be in the tens or hundreds of times more effective to break soot. 

2. You can probably provoke and irreversible global warming with the help of the right places for a nuclear attack. For example, knowing that, after a nuclear winter, nuclear perhaps summer, when the soot settles on glaciers and cause their heating and melting. Bomb Explosion in arrays of gas hydrates under the ocean floor may also cause a chain reaction of their release. 

3. On the contrary, you can regulate the climate, provoking the release of sulfur and ash volcanoes using nuclear charges (IT conversations of the three elements). 

Historical analogies global catastrophe. 

The global technological civilization ultimate catastrophe is a unique phenomenon, which has never been in history. But we can try to find some other events that will be similar to a global disaster in some of its aspects, and to gather, in a way, a number of models. The sample of this type quite subjective. I propose to take as analogies ambitious, complex, extensively studied and well-known events. This will be: 

Cretaceous-Tertiary extinction event 

Neanderthal extinction 

The collapse of the Roman Empire 

The collapse of the USSR 

The crisis on the island Easter 

American Indian civilizations collapse after the opening of its Columbus. 

The explosion at Chernobyl. 

The loss of "Titanic" 

The explosion of supernova stars 

The emergence of mankind in terms of the biosphere 

Start First World War. 

Cancer as a disease 

These events can be a global catastrophe arrived in different aspects. Some of them are reasonable creatures engaged in other types of whole irretrievably dying, in the third match to the collapse of complex systems in the fourth involving complex technology. 

For each of the aforementioned literature so much, and it is controversial. In each case, there are many hypotheses which explain all through a single reason, but because a lot of these hypotheses, no cause is not really the only one. Rather, common in all those options is that there was no one reason: the more we vnikaem into details, the better to see that it was many factors that led to an end, and which is inextricably together. For each of these catastrophes are written books, and the significant disparity of opinion, so I will not attempt to recite all of the possible causes of these accidents, and refer the reader to the literature, among which may be the recent book "Collapse" Diamond. About extinct dinosaurs is to see the relevant chapter in the book "History K. Eskova Earth and life on it." 

Overall, in all these cases is that the present complicated system of external causes as well as internal ones. It is the complexity of the causes of these systems poses problems when we try to answer the questions in the spirit of "The Roman Empire disintegrated Why?" This is the most important lesson. If we are faced with disaster, which destroy human civilization, it is likely that it will not occur for a single reason, but because of the complex interactions of different reasons at different levels. Therefore, we should try to create a model for the same level of complexity as those used to describe major disasters have already occurred. 

First, it is important to note that a crucial role in the disaster played vymiraniyah and factors that constitute the fundamental properties of the system. (For example, the dinosaurs are not extinct from external causes - random asteroid, but most of their defining characteristics - they were huge and yaytsekladuschie and, therefore, were vulnerable to the small predatory mammals. Man falls ill cancer is not because he was an incorrect mutation, and because it is, by its nature, consists of cells capable of dividing. Were it not for the specifics of Indian culture without wheels, horses and progress, it would not Columbus Aeneas to them, and they are to Columbus.) 

The idea that the defining characteristics of the system ask the type of disaster that it could happen, raises the question, what are defining characteristics of the human species, and modern civilization. For example, the fact that an aircraft flies by definition, sets the most typical disaster for him - drop. And for the most typical risks ship will sink. But much less broken ships and aircraft drowned. 

So, the fact that none of these disasters has not been caused by any one simple external factor, and had to determine the causes of the properties of the system itself (which were, respectively, the "hump" on the entire system volume), we can draw an important conclusion : odnofaktornye global catastrophe scenario is not so dangerous, how dangerous "defining characteristics" of systems and related systemic crises. Another peculiarity of the systemic crisis and that it automatically engages a whole population, and it does not require universal "means of delivery". 

On the other hand, we can say that all these factors insubstantial, as all empires sooner or later still collapsed, species extinction, and the creatures die. But this information useless to us, as nothing is said as to ensure that it was "too late", rather than "early". 

Secondly, although the internal contradictions system could fester for a long time, required external factors and casual enough to push her to death. For example, while environmental niche dinosaurs steadily declined to its logic, falling asteroid and volcanic eruptions could further spur the process. Or glaciation, which pushed to the Neanderthal extinction, in conjunction with pressure from the sapiensov. Or Chernobyl accident, which undermined the Soviet Union during the worst vulnerability. And if these external factors are not random, it would be, the system could not jump to another track their development. 

Thirdly, in all cases where there was a reasonable administration, it had been promoted, in one way or another, is not very reasonable. That is, management committed crucial errors that lead to disaster. In addition, the disaster is often linked to the simultaneous "random coincidence" large number of different factors, which individually do not lead to disaster. Finally, the process can be catastrophic typical pathological self when destructive process is enhanced at every stage of their development. 

Also interesting to explore how well it was mankind in setting up systems that have never suffered disaster - that is, in the design of which is not used method of trial and error. Alas, we have to exclude many systems that were created as bezavariynye but as a result led to the disaster. This nuclear reactors, spacecraft "Space Shuttle", "Konkordy supersonic." The best way to ensure security is as nuclear weapons, but there were several incidents when the situation was on the brink. 

It further study productive analogues global catastrophes on the totality of examples. 

The inevitability of achieving steady state. 

It could be faithful to the following quotation: 

Soon, humanity will move in such a condition where the probability of a global catastrophe will be very small. 

This will happen in the following cases: 

a) We understand that none of global catastrophe is not likely under any circumstances. 

b) We will find a way to monitor all risks. 

c) The disaster did happen, and more will die some kind. 

d) We accept the inevitability of global catastrophe as part of the natural process of life (for example, the last two thousand years, all waited Kontsa Light, and even rejoiced at his proximity). 

However, so far we are seeing the opposite phenomenon is the ability of people to establish means of destruction, and therefore the likelihood of a global catastrophe pogodovaya steadily growing. If we calculate this growth curve, it too will have a peak. You can make the comparison to the scale of casualties from the first and second world wars and seen that for 25 years, the maximum number of victims realized the destruction grew at about 3.6 times (if you take the assessment in 15 and 55 million victims respectively). That outpaces population growth. But with the development of nuclear weapons is gone even faster acceleration, and as early as 60-70 years really could destroy billions of people (in a real war would have died less because the goal was not to exterminate all). So, if we take the pace accelerating forces of destruction in 3.6 in 25 years, we get the acceleration of 167 times for one hundred years. This means that by the year 2045 the war will be able to destroy 9 billion people, which is comparable to the expected amount of time on this population. This figure is close to the expected technological singularities in the region in 2030, although most received by other means, and using data from only the first half of the twentieth century. 

Therefore, we can reformulate our thesis: growth forever likelihood of risk factors could not continue. It could be and it differently: means of maintaining stability should surpass the means of self-destruction. If it means the destruction exceeded, the system will move to a level where organizing force will be sufficient. Even if this is a scorched desert. Given the time factor, we can say that the means of maintaining stability should grow faster than the means of self-destruction, only in this case, the probability of extinction pogodovaya will fall, and the integral over time it would not seek to unity, which means the possibility of endless human existence, that is the realization neunichtozhimosti his task.
The risk of recurrence. 

Any global risks, which we have listed in the first half of the text, it becomes a much more dangerous if it occurs repeatedly. There is a big difference between a single diversion of dangerous virus, and thousands of different viruses leaks occurring simultaneously. If utechet and spread the virus with a fatality of 50 percent, we lose up to half of the world's population, but that did not stop the development of human civilization. If within one generation will be 30 such leaks, the survivors remain most likely only one person. If they will be a thousand, then no one is guaranteed to remain. Even if each individual case fatality virus will be only 10-20 per cent. 

The same can be said about falling asteroids. The bombing of the long series of dozens of medium-sized asteroids will be much letalnee to mankind than one big drop. 

Of course, there must take into account the ability of humankind to adapt to a single threat. That is, you can succeed in opposing any and all biological threats - if this is the only class of threats. However, the possibility of establishing a finite universal protection. After 11 September, the United States began to compile a list of vulnerable targets, and soon realized that it is impossible to protect all sites. 

As the development of technology goes together, we can not expect that any one core technologies arise, while the rest remain at the same level as now. (Although it is usually such a fantastic way of novels and films. bias "This is an example of thinking brought about a good story".) 

Global risks and the pace of the problem. 

Global risks are the games ahead. Every new technological achievement is creating new global risks and reduces old. Development of Space reduce the risk of an accidental collision with the asteroid, but it creates an opportunity to organize narochno. Circulation nanorobotov reduce the threat of genetically modified organisms, but will create an even more dangerous weapon. Artificial intelligence solve the problem of controlling dangerous technologies, but also to establish such a system of control, any failure of which can be deadly. The development of biotechnology will give us an opportunity to win in the hands of all the former first of the disease-and create new ones. 

Depending on what technologies will arise sooner or later, there may be different ways to razvilki civilization. Moreover, it is important whether the new technology uspevat meet the challenges created in the earlier phases of development, especially the exhaustion of resources, which have been depleted during the previous development of technology, and eliminate the risks created by previous technologies. 

Previously happened to all mankind are many possible situations on stage, a kind of historical development, such as the many large state interactions with nomads. Now we find ourselves in a situation, the emergence of a real alternative to a historic - if something is one thing, then something is not quite another. Or will create a powerful, all supervisory II, or all gray Factor Mucus. Or we become a space civilization, or back to the stone age. 

Global risk arises because of the speed of its creation process. On the slow process of proliferation could be something To cope, cook correct the shelter, grow the vaccine. Thus, to distinguish the present global risks can be on the pace of its development (Solzhenitsyn: the revolution is determined pace.) Temp this will be the case in the global daunting risk that people could not To understand what is happening and prepare properly. But for different classes of events staggering speed will be different. What neveroyatnee event, the smaller its speed will be overwhelming. The Soviet Union seemed something so eternal and immutable, even sprawling on the collapse of many years seemed overwhelming. The systemic crisis, in which the point of maximum katastrofichnosti permanently shifted (as a fire, perekidyvayas from one object to another), has a much more staggering potential. 

For this purpose, "Wow" is meant the ability to create an event of a wrong impression, perhaps in the form of future-shock and consequently cause the wrong reactions to them, strengthening them further. Of course, some will immediately essence of what is happening, but Wow mean disintegration single images happening in the society, especially among the authorities. Therefore happen glare and Cassandra vote "no" will be heard - or to be understood wrong. Faster processes will displace slower, but not always uspevat attention will be on them to switch. 

The relative strength of various hazardous technologies. 

Next, a table, we can "force" of technology, in which each successive have greater momentum and threats overshadow the threat posed at the previous stage. Interim factor here indicates the duration of a possible process of extinction (not time to mature technologies). 

1. The exhaustion of resources, decades or centuries. 

2. Scale nuclear war with the use of cobalt bombs in the light of the slow-extinction subsequent years and decades. 

3. Biotechnology - years or decades. 

4. Nanoroboty from a few days to several years. 

5. Artificial intelligence, from hours to several years 

6. Explosion-on boosters at the speed of light. 

Accordingly, the scenario of global disaster will be much more likely to move to the first position in the past that table, in other words, if in the middle of the process of exhausting resources suddenly begin multi-biological warfare, the process of exhausting resources will be so slow compared to her that it could not take into account. In doing so, the availability of more advanced technology each position will allow minimize the effects of disaster on the weaker. For example, advanced biotechnology to extract resources and help cleanse the world of radioactive contamination. Nanoroboty can protect against any biological hazards. 

The sequence of the emergence of different technologies over time. 

The above list of "force" of technology in general, similar to the expected temporal sequence ý fifth emergence of technology, in reality, because we can expect that in the course of progress will be all the more powerful technology, but in fact it does not necessarily correspond. 

The sequence of the emergence of different technologies over time is a critical factor in determining what future awaits us. Although NBIC- convergence of advances in technology are moving at one other point for us is the maturation of technology when using it is possible to create a global risk. And even a small advance here can play crucial. 

In general, any technology allows the creation of shield and sword. At the time, shield usually lags behind, although, ultimately, it may be stronger than the sword. More on the billboard we talk further. In addition, the technology creates a stronger shield against weaker. 

Usually expect the following sequence of mature technologies: bio-nano-II. But I think that nanotechnology will arise sooner after II, it would have created them. Of course, this is only my opinion, may contain an error. 

Heavy artificial intelligence is a "joker", which may arise tomorrow, and ten years, and after 50 or even never. Biotech progressing quite steadily in accordance with its "Moore's Law", and in general we can predict when they are ripe to the point where it would be possible to make what pleases viruses anywhere and drop cheap. This will accurately through 10-30 years perhaps, if something does not stop the catastrophe development of these technologies. 

Dangerous physical experiment can happen almost instantaneously, and regardless of other technologies, yet there is a high level of technology in general. The coming to power of the powerful II will significantly reduce the likelihood of such events (even II could put some experiments). 

Nanotechnology is in embryonic form much more than biotechnology or even technology II. The first dangerous experiments in the biotechnology field were still in the 1970-s (intestinal cancer sticks), and to the nearest hazardous experiments nanotehnologicheskih another 10 years at least, unless there is a technological breakthrough. That is behind biotechnology, nanotechnology almost 50 years. Sudden breakthroughs can occur, or by the II - he pridumaet as easily and quickly create nanotechnology and biotechnology-by in the way of creating synthetic organisms. 

A comparison of risk factors for different technologies. 

For each sverhtehnologii can enter the danger factor Y = a * b, which reflects both the likelihood of this technology (a) and the likelihood of its malicious application (b). 

For example, nuclear technology already exists (a = 1), but significant control over their applications (full-scale war or sverhbomboy) rather high, so few works of the second value. 

For biotechnology as a high probability of their development and the likelihood of their malicious applications. 

For II, these values are unknown to us. 

For nanotechnology is also not known nor the likelihood of their creation (but not visible principal difficulties), and the likelihood of their malicious application is similar to the likelihood of biological weapons. 

You can also add a factor of the speed of technological development, which shows how close it in time. Linear multiplying here is not entirely correct, as it does not take into account the fact that the technology is completely abolished opozdavshaya others, as well as the linear progress of each technology (minimum exponent). The farther from us technology, so it is safer because more chance that we will find a way to manage the progress and application of the fruits of his safe manner. 

Qualitatively summing up, one can say that biotechnology receive the highest scores on this scale, the technology certainly possible malicious use almost inevitable, and in time it is very close to us. 

Nanotechnology received unexpectedly low level of threat. Not known whether they are possible, and they could be quite safe, and until their natural ripening still quite a long time. If they ripen unnaturally, II or through biotechnology, they find themselves in the shadow of force these technologies: in the shadow of threats of biotechnology, to the point that they can set up in the shade-and the ability to control II, which will be able to monitor all accidental leakage of nanotechnology. 

AI has bilateral "joker", as it could prevent any other risks, and easy to destroy mankind. Sam II is a time of polifurkatsii moment - because at this point it may be put to the goal, then that will change it. Slow and later II due to the emergence of a seamless transformation into a giant state vse-kontroliruyuschy computer. Faster and previously linked to the events in some sort of sudden invention of a laboratory capable of learning machines and targeting it to seize power on Earth. In this case, it will create some rather innovative communication and management structure, and it will spread explosive and revolutionary. However, the later people will create II, the greater the chance that they will understand how to store it so that it actually brought benefit to people. But on the other hand, which he later become, the more likely that it will make a "hackers", as well as the complexity of the task easier with each passing year. E. Yudkovski metaphorically so is the idea: "Moore's Law with regard II-every year IQ rights necessary for its creation, falling by one" (check quote). 

Principal razvilkoy, in my view, is whether will be able to create powerful II before a joint work "dobivaniya effect" caused by systemic crisis of biotechnology, nuclear war and other factors. Or are all these developments weaken humanity so that almost all scientists II to die or become refugees, and work in this area arise. Bass study may even simple destruction of the Internet, which weaken the flow of information and the explosive growth of technologies. This razvilka refers to events which I called the "global risks the third kind" - see below. 

The faster accelerating technology, the higher the speed of the exchange, the faster the process of becoming internally civilization, including the sooner do virtual reality simulation. This means that for the year outside of time civilization may take hundreds of thousands of years "and" subjective time, if she internal clock. Therefore, the likelihood of any internal risks are increasing, and even the most unlikely events of a domestic nature could To happen. Therefore, to the outside observer civilization becomes extremely fragile. But the acceleration of the internal time makes a civilization much more independent of the external risks, in terms of domestic observers. 

The question is whether humanity external or internal processes accelerating observer. Definitely, a large portion of people not involved in the peace processes - thirds of the world's people have never enjoyed the telephone. Nevertheless, they can equally with the other people affected if something goes wrong. But now "golden billion" generally kept pace with the progress. But in the future, perhaps a situation where progress and take it out of these people. Maybe it will be involved in the group of leading scientists, and may, it will be totally dependent on computers. Natural human inertia considered to be a good fuse with the rate of progress. And difficult to make people change computers more than once every few years, although the economic pressure is very big and creates social pressures, such as image advertising that a cell phone is no longer enough steep. However, in the event of armed conflict, no arms race is limited to the rate-beats faster. 

The objectives of the establishment. 

The dangerous factor, or it may be a coincidence, or be deliberately created. (But perhaps, and the combination of these two things: a casual factor may intentionally take, such as removing dangerous approaching asteroid, or vice versa, something like zamyshlyavsheesya game with a low risk of a global catastrophe, goes out of control.) 

Frequent assumption that a diabolical plan no one wants to sell, and therefore could not deal with it. This is wrong. First, it applies a statistical approach, sooner or later you need conditions prevail. Secondly, the Earth really is, groups of people and individuals who want to "end of the world". Overall, however, this does not apply to Islamic terrorists, because they want to create a global caliphate, not a radioactive desert. (But they may be willing to risk on an "all or nothing", for example by creating a machine ship day and threaten to use it, if every country in the world at the same time will not Islam. sect But if another doomsday device at the same time create a machine all day with the requirement to take some extra the form of Buddhism, the situation becomes truly stalemate, as both of these requirements can not be met at the same time.) It is important to note that a group of people can keep much longer in a position to assume some settings in the idea than one person, but teams rarely formed. Consider different groups of people who may seek to destroy mankind. 

1) Eshatologicheskie sects. Example: Aum Shinrikyo. This organization not only believed in the closeness of the offensive end of the world, but also worked on his approaching, collected information on nuclear weapons, viruses and chemicals. (However, there are different theories about what did and wanted Aum Shinrikyo, and to determine the final truth is not possible.) Theoretically, any dangerous religious fanatics, selecting death. For example, Old often preferred death to the new faith. These fanatics believe good outer world or perceived End of the World as a "rite of purification." It is possible psychological substitution when a long wait turns into something so desire. Indeed, the logic circuit resulting from the peaceful meditation to the destructive activities (for 10 years about when Aum Shinrikyo) is the following: first recognized the existence of another world.

Then understood that the outer world more important than ours, and the main objectives are in it. It follows that our world vtorichen, a supreme peace, and therefore small, and the ultimate Is. Moreover, our world is full of obstacles to the net During meditation. Because of higher world pervichen, it will sooner or later finish our world. Since our sect is the chosen people, it gets particularly precise knowledge of when it will happen end of the world. And a surprising coincidence, there are signs that this will happen very soon. This sverhvazhnym possession of secret knowledge, of course, heightens the sense of the importance of their own members of the sect, and used to strengthen the management of the country. The end of our world would connect all good people with higher world. Knowing proximity inevitable end, positive awareness of the event and its exclusive role in this important event leads to the realization that a sect must not only know and preach about the end of the world, but closer this event. (Psychologically are replaced long wait for the desire.) Furthermore, the process can be raspravitsya with their enemies and feel victorious old world. (I do not want to say that, just know that the Aum Shinrikyo actually spoke that way. elements of the talk, however, can be found from a variety of groups, from Christian, before the revolution. do I not all individuals and groups who speak of the end of the world, collected his organize. Known sects, awaiting the end of the world: the Jehovah's Witnesses and Mormons.) 

2) The radical environmentalists. Examples: the Movement for the voluntary extinction of humanity. (The Voluntary Human Extinction Movement. http://www.vhemt.org/ - they consider useful extinction of humanity, but to do so by offering non-reproduction.) Such groups feel good nature and the world of animals and believe mankind is not without reason - cancer on the body of the Earth, leading extinction of life. You may also recall the radical vegetarians, "Vegan" for which animal life is no less important than human. 

3) Neo-luddity. For example, the terrorist Unabomber (Theodore Kaczinsky). Purpose: To return to the "perfect" ranne-chelovecheskoe society. 

4) Ozloblennye people, motivated by revenge. Those who are now, for example, an automatic rifle shot classmates. But such projects are still not prepared for years, but usually a few days. While it is possible to imagine a person who came to mind on the idea of peace or God avenge. 

5) Bessoznatelnoe destructive behavior. This may or unexpected surge (split tube with poison), or something more thin error in assessing their own goals. For example, many species narokomanii and extreme behavior is, in the view of psychologists, hidden forms of "slow suicide" (destructive behavior). The need for suicide may have recorded in a person at the genetic level and called in response to the rejection of its society (for example: sepuko Samurai, a dog, dying of loneliness, alcoholism from loneliness). 

6) "Gerostraty". Clearly, to whom will be no glory if destroy the whole world, but destroying it can be for a moment to feel "a great man". In fact, it will be twisted manifestation of the desire for power. 

7) Shantazhisty, designated a "machine" ship of the day. They might be people vdvigayuschie what pleases political or economic demands under the threat of total destruction of the world. Therefore, they may be particularly difficult to catch because of their "machine" can be located anywhere. 

8) Universal defensive weapons last choice. Rather than creating a nuclear missile shield, a certain country may create a nuclear bomb with supercomputers kobaltovoy sheathing and threaten to blow up in the event of armed aggression. This is a little less rational than the concept of "mutually assured destruction" for which established strategic nuclear forces. This is similar to human behavior, which undermines a grenade, along with its adversary, and yet people are still too rulers. Moreover, such weapons, not to use it, and to threaten them. Conceptually, it is close to the "global" blackmail. 

9) Risky behaviors, giving big win or lose. For example, it may be a physical or biological experiment. This may be liable reluctance and inability of people to assess the magnitude and likelihood lose in the worst case. Example: Reagan's foreign policy in the confrontation with the USSR. 

10) The need for risk to the strengths of experience, Gambling. People play cards in pomestya not to change their property, but because the demand for experienced acute risk experiences. This is now evident in the extreme sports. 

11) Supporters of the displacement of people improved artificial intelligence. On the Internet, there are those promoting this idea. Radical transgumanisty can also, even against their will, to get that number. 

12) People who believe the death of a better alternative to anything. An American generals in Vietnam said killed about a village residents: "To save them we had to destroy them." 

13) Suicide. If a person has reasonable grounds to kill himself, he could not spare and the rest of the world. Example: Italian pilots, which smashed into the Pirelli tower in Milan on private aircraft on 12 March 2002. Clinical depression can manifest itself in the fact that man is beginning to feel interest in the problems end of the world, and then want it to come sooner. Hence one step to the active assistance in the process. 

14) Shizofreniki experiencing obsessions ideas. For example, one person in the middle of the twentieth century in the United States, found that the date of his birth coincided with the date of the San Francisco earthquake, came to the conclusion that if he would kill people, it would thus prevent earthquakes. Brad with schizophrenia leads to detect human nature does not exist in the relationship. In addition, they often hear voices that are subject to ourselves. We can not predict what kind of Brad lead to the conclusion that the Earth must be destroyed. This intellectual ability with schizophrenia are not reduced to such an extent that makes it impossible to implement effective long-term strategies. Although special tests can prove the existence of schizophrenia, apparently it is not always obvious. Moreover, unlike neurosis, it is not understood by man himself. Loss of the ability to doubt, one of the most serious manifestations of schizophrenia. Schizophrenia can be "contagious" in the form of religious sects, some raving tirazhiruyuschih ideas. 

Man has always included some of intentions, only some of which are understood. By my count, often up to 10 different wishes and goals were to join, so I took some decision - that is, to a surge sufficient motivation. This special psychological procedures to identify hidden agenda, and rarely apply to most people is unknown. It is therefore easy to expect that these motivations may act together, covertly, and linear interferiruya giving huge unexpected surge, volnu-ubiytsu. 

Social groups that are willing to risk the fate of the planet. 

Probably have to separately compile a list of social groups, which seek to change and the collapse of world order. And for that, or are willing to take the risks of general destruction, or it can create, without realizing it. For example, Ronald Reagan made a Crusade against the Soviet Union, but he understood that, in the process, the risk of a disastrous confrontation dangerous war increases. 

1) World Power struggling for dominance in the world. This may be the first or Power, losing power and forced to "attack threatened loss of benefits", or derzhavy-pretendenty on world domination, selecting radical and risky methods of achieving their goals. Psychology these processes remains at the level of the struggle for a place in alfa-samtsa hundred monkey, but rather rigidly determined the nature of natural selection. 

2) Utopicheskie social movements seeking to great objectives, such as the Communists or radical religious organizations. 

3) The various national, economic, political forces, "who do not receive their share" in the current world order or waiting for the loss of their positions in the future. 

4) There are also various supporters of "apocalypse" poetry, computer games enthusiasts in the spirit of Fallout, which attracts this idea, and then, unconsciously, and sometimes deliberately-and they so wish. 

5) People living in a "after us even though flood", that is not what would be willing to global catastrophe directly, but prefer to act, which had the benefit in the short term, but has a huge long-term harm. This condition may worsen especially in relation to the consciousness of the inevitability of his own death, the presence of everyone, and especially in times of the risk of deepening and old age. (Model behavior: TLB in beard-Bes in the rib.) 

In a separate boxes should highlight the human propensity wrong in estimates of global risks, more on this topic, see the article E. Yudkovski my article on the underestimation of global risks. 

Synthesis factor associated with the human factor. 

To accommodate the diversity of human motivations, we can introduce a generalized probability factor k. This ratio means roughly speaking, the chances that the pilot of the aircraft would send a plane to ram, or, in general, the proportion of people who decide to apply the technology accessible to them for the destruction of ourselves and other people, in terms of one day. We did not do the same here bearing in mind the distinction between pre-prepared and spontaneous actions. For example, if some sort in the country, in every house there is a weapon, there will be some average number of illegal applications. This number is very few. Assume (hereafter is purely tentative assessment that require precise recalculation), it may be for the United States (where 35 million barrels in the arms and high crime), one millionth of a day, and to Switzerland, to take one case of shooting in Zug parliament one-billion. For aviation, we get, if divided by the approximate number of passenger airliners flown (about one billion) by the number of aircraft captured by terrorists to attack September 11 (4) - 1 / 250 million. When the level of suicides in 1 percent k in terms of rights for the day would be about one-millionth. Around the world, about one billion computers, and every day dozens of new viruses emerging, which gives k = 1 / 10 000000, that is only one of tens of millions of users produces senseless and dangerous viruses (but illegal commercial adware and can produce more people). 

We see that in different circumstances k in terms of a "draft" for one day varies between one and three million of one billion. Upper safe estimate would be a million, while the most realistic assessment, it may be a hundred million, as underlying the middle. 

One should not think that if we razdadim keys to the launch of several people, we are afraid ponizim dangerous chances in a million million times since raving ideas are contagious. In addition, one of the duty stations in the United States launch missiles confessed that they had come from boredom system of shear and verevochki to turn one person, two key launch at the same time. (Clark) That is, the system can be circumvented launch cunning. 

In addition, the madness can be subtle and obvious, and move smoothly from psychiatry in the area simply incorrect decisions. It does not necessarily mean that people suddenly clicked "red button". In the case of paranoia, this combination can be very convincing and logical constructions that can convince other people to be a little more risky action to zaschititsya of imaginary threats. "Insanity" can be shown through the renunciation of action in the decisive moment. This can be excessive persistence in some misconceptions that will lead to misconceptions chain solutions. 

Conclusions: there will always be people who will want to destroy the world, and therefore must be considered seriously by all the scenarios in which someone can work hard and long to achieve this. 

Action on nuclear blow. 

What is important is whether the crazy one person to lead "by pushing the red button". This issue is examined with respect for the use of nuclear weapons, but likewise will be when all other types of dangerous weapons and technology and machines ship days. 

This raises the question in whose hands are "red button", only the top management or in the hands of certain groups of artists: it is understandable that the broader the range of operators who have access to arms, the higher the risk. 

Is it the following contradiction related to the efficiency and security of nuclear weapons: either we have a system totally sustained protection against inadvertently run, which makes it impossible to launch any teammates president, or by a decision of the commander submarine. Or, we have a system capable of over 8 minutes in the face of intense counter the probable opponent, and violations of all systems cause retaliatory blow. 

Real system, a device which - at the moment - is the great mystery, must find a balance between these conflicting demands. But in the past often predpochitalas security effectiveness. For example, in 60-70 years in the United States for launching missiles have a 14-digit password, which should have been reported from the center. However, the significance of the password set 0000000000000000, and knew all of this (war felt password stupidity, which prevent them strike time). Only then came and demanded an independent commission to create a real password. 

It is unlikely that the situation can happen when President trumpet mad at night, he would bring nuclear Suitcase and press the button. But more subtle variations are possible when irresponsible and irrational behavior caused by passion, fatigue and incorrect understanding will lead to a chain of action leading to war. For example, Hitler, attacking Poland did not expect that England will enter into a war. Or Americans plan to attack Cuba, in 1962, did not know that there already is, the Soviet tactical nuclear weapons, and the troops have the right to use it. 

An important point in the decision-making on nuclear blow is the interaction with the operator instruction. Instruction created human beings, too, and described it perceived hypothetical situation, and not as real solutions on the use of weapons. In carrying out the instruction in the same operator is not responsible for anything because doing that is written. As a result, the responsibility becomes blurred and possible solutions, which no one would by itself not taken. Typical example of the missile specialist Petrov, which later awarded the UN medal for the salvation of mankind. Upon noticing, in 1983, shortly after the shooting down of Korean Boeing, launch nuclear missiles from the territory of the United States, he decided not to attack command on the response, because this team felt false. But Petrov has not been ordinary on-call shifts, it was the developer's decision-making instructions, which took about replacing this accident. And so he lifted the same instruction they compiled. However, a routine duty was to be her perform. 

The price issue. 

We can also measure the likelihood of apocalyptic scenarios, defining the amount of money, time and other resources which would be required for him - and comparing them with the overall number of available resources. If the "end of the world" needs to be some kind of X tons of the substance, if it is on Earth in the amount of 1.5 X, it is unlikely, but if it is, the available X trillion, almost inevitable. We can also try to determine the minimum number of people who must unite to create an arms ship of the day. Obviously, the cheaper the hellish machine to capture. For example, the Chechen terrorists were planning to seize atomic submarine, and to blackmail Russia. But they are unlikely to be able to create their own arsenal of such missiles.
Clearly, the time factor is also important - if some projects are cheap, but requires 10 years of efforts, but rather to expose it, or people in it disappointed. On the contrary, if the project is fast (split tube with poison), then people may realize it influenced the mood minute. 

Dozens of countries at the moment can create nuclear weapons, but these projects will require many years. At the same time, thousands of biolaboratory in the world can work on genetic modified viruses, and these projects can be much faster. As learning and standardization of equipment, that number is growing, and time to develop reduced. An estimated biologist, I know, for the creation of a dangerous virus, now requires approximately one million dollars budget, while nuclear projects begin with the billions. Moreover, the price developments in biotehe falls much faster as no large capital investment, and rather depends on the availability of information. 

You can enter a risk factor A directly proportional to the number of places on Earth where a dangerous project can be carried out-L, and the expected return proportional to the average time T completion of the project with the expected efficiency of 50 per cent. 

  (1) 

Then, for projects to build nuclear sverhbomby it will be roughly equal to 40/10 = 4, and for projects of biological weapons at the moment - 1000 / 1 = 1000. 

It is likely the real risk of dependence A nonlinear. The cheaper project, the more likely that it will be able to create the marginalized. In addition, small and cheap project much easier to conceal or disguise, or to duplicate. 

The larger projects in the world, the more likely that multiplying that number on k ( "share" crazy-see the relevant chapter) from the previous section will provide a significant amount. For example, the world's approximately 100 active nuclear submarines. Assuming that, for them, k = one millionth, it would allow one event every 10000 days, or roughly 30 years. This level of security at nuclear podlodkah so high that it is likely that there is much less k approaching billion. (However, because of the specifics of security systems there is not so much a deliberate risk taking, but due to accidental use of communications, false actuation-for example, I read that in 1982 the Soviet submarine fleet just in case was transferred to full alert after Brezhneva death - that is, the codes have been introduced, launch keys inserted, busy position to strike.) 

However, the number of laboratories that can conduct genetic manipulation, it is now probably thousands, and the security level there is lower than in the submarines. Moreover, the creation of biological assembler that is a living substance that can translate signals from the computer and back into DNA, radically simplify these technologies, bringing the number of existing laboratories could grow to millions. (You can also say that the project is cheaper, the better for him k, as well as low-cost projects in less spending on security.) In this case, we can expect the emergence of deadly viruses every day. 

So, every tool of destruction is the amount of money and time required for its establishment. These parameters are not the only, but also allows to compare different funds. 

Next, add the probability factor with respect to whether the weapons will work. Even very cheap project can give the probability of 0.0001, and very expensive, only 0.60. It can be imputed to believe that all the projects we normiruem end of the world by 50 per cent probability. None of them can not guarantee 100 per cent efficiency, that consolation. However, in the amount of cheap, but not very dangerous projects can be more likely to global catastrophe for the same money than one large project. (One thousand one sverhbomby against viruses.) 

Another interesting issue is what is the minimum size of an organization that could destroy mankind, if wanted. I think that this is a medium-sized strana-izgoy could. While earlier it had only two superpower. Furthermore, modern corporations have comparable resources. The next phase-major terrorist organization, then small groups and individuals. 

Global Risks second kind. 

Let's call the second type of global risk any event, which greatly increases the likelihood of extinction of humanity. The combination of these events creates a window of vulnerability. 

Historically known that Myers 99 per cent of animals living on Earth, and now continue to die every day types. Obviously, the extinction of these species occurred without the use sverhtehnology. The most famous extinction of the dinosaurs and Neanderthal. Among the causes of extinction, according to the miserable, especially face-changing environment that is the destruction of food chains and the emergence of competitors, while natural disasters were only trigger event dobivayuschim oslabshie species. From asteroid extinct dinosaurs precisely because it is they who crushed minor hischniki-mlekopitayuschie, eating eggs and young. From the last glaciation extinct Neanderthal precisely because they faced more organized homo sapiens. Still, difficult to use hypothesis vymiraniyah past to justify follow, as there are many uncertain. But as a more credible example take the deaths of traditional societies and cultures. For example, Russian peasants with their culture, which has been in the 19 st century, disappeared entirely and irrevocably (not to say Myers) urbanizatsii- while in the process that historically it can resist and wars and epidemics. But it killed the new opportunities that gave urban civilization and the new economic situation. That is the same fate of Australian Aboriginal and other communities faced with a highly developed civilization. That is, some people alive, but only from a culture gone folkloric ensembles. This approach can also be applied by the example of a separate substance. When the body is sick, its vulnerability to any external push (or obostreniyam the disease itself) is increasing. 

Because of this, we can imagine the following two-phase scenario: 

1. At the beginning of a major catastrophe because of the Earth's population has declined sharply, production and science degraded. "We'll call this file, this space postapokalipticheskim world." In film or literature, a world described as usually occurs after a nuclear war (Phase death of civilization, but not people). 

2. Survivors people left in this world, are much more vulnerable to any risks, like the fall of a small asteroid, the exhaustion of resources, volcanic eruptions. Moreover, they had to cope with all the remnants of civilization-contamination, the exhaustion of resources, loss of skills, genetic degradation, the availability of dangerous weapons or dangerous processes that began with civilization (irreversible warming). 

As it follows: 

A) Two Such scenarios make us consider how dangerous those risks which we had earlier pushed, nor could destroy civilization. 

B) In a sense, the scenario is like a two-phase non-linear interference, as described above, but here docking occurs over time, the order of events is important. 

B) Dvuhfazny scenario could become more and tricycles and faznym where each successive phase of the degradation of mankind makes vulnerable to the following forms of risk. 

D) It may not be a direct link between the first and second disaster. For example, to enter the world people can postapokaliptichesky because nuclear war, and distrust of supervulkana eruption. But much as they could get in a state of vulnerability due to the epidemic supervulkanu or economic downturn. 

D) Review of multi scenarios is a probabilistic nature. Epoch weakness of humanity when it is vulnerable, can be called a window of vulnerability, which is the probability density and duration. This determines that such a window of vulnerability in the course of time. We now live in an era of the window of vulnerability to sverhtehnologiyam. 

Events that may open a window of vulnerability. 

There are two types of events. The first is the events that will inevitably come in the 21 st century, on the basis of generally accepted understanding of the development and use of technology. The question is just when it will happen (each of these views are not shared by all experts, but relies on the assumption that no fundamentally new technology is not there): 

1. Exhaustion oil 

2. Exhaustion of food caused by warming, drought, overpopulation, desertification, moving cars on biofuels 

3. The exhaustion of water resources 

4. The collapse of the global financial pyramid of debts 

5. Any other factors gradually but irreversibly rendering environment unfit for living. 

The second type consists of events that may happen or may not happen with a certain probability. This does not make them more secure, since any likelihood pogodovaya creates "half" - that is the time for which this event is likely to happen, and that time may be less than the inevitable maturation time events, like some of the exhaustion of resources. 

1. A major attack, the scale of atomic bombs exploded in the important city. 

2. Major natural or technological disaster, which can affect a significant portion of the world's population, yet such disasters from occurring. The nearest example is the accident at the Chernobyl nuclear power plant, which led to the abandonment of the construction of nuclear power plants in the world and to the energy starvation now. 

3. Any of the items that we have listed as a possible cause global catastrophe, but taken in a weakened worldwide. 

The next phase of a wider window of vulnerability include world war and the development and use of weapons ship days. 

System crises 

Is it possible that not a global catastrophe occurred on a fairly obvious pattern, which we described above? That is not born in one location at any given time, and leaving out the entire world? Yes, this is possible in the event of a systemic crisis. Usually systemic crisis can not exterminate the entire population, but, of course, it could be a global catastrophe of the second kind. Nevertheless, there are models where the systemic crisis decimate the entire population. 

Such is the simplest model of ecological system prey, say, wolves and elks on the island. In it, in the event that the number of predators exceeded some critical X, they absorb all elks to the end, then they are doomed to extinction, in which they will only eat each other. In nature, there is a protection against such situations at various feedbacks. Famous examples - and deer grass on the Canadian island-fired deer on the island, they proliferate, for the entire decade Ate grass and steel die. A similar but more complicated situation exists on the island Easter with people. Polynesian born on the island of about 8 century, created a vibrant society, but gradually izvodilo forests, in particular, the transportation famous statues. Loss of forests in some way led to a decline in the number of affordable food. Ultimately, the forests have been completely reduced, and society has degraded, and at that time the island was discovered by Europeans. 

So, the system is able to "hold crisis through zero population", that is to kill all species. It is a systemic crisis does not begin at some point, and at some point. We can not say that if a single wolf was not, or elk, it would be one more, then something changed. That is not a systemic crisis depends on the behavior of any one particular element. Likewise, it is uncertain when the system becomes irreversible crisis. Consequently, it was difficult to oppose him because nowhere to make their efforts. 

The development of modern technology also does not happen in one location. No one can significantly speed up or slow it. 

The system draws to a systemic crisis, all entirely. Interestingly assess what the chances conservation elements in the dissolution of their system, in other words, the survival of people with the death of civilization. You can show that the stronger the relationship in the system, the more likely that the collapse of the system would mean the loss of all its elements, without exception. If exterminate 99999 per cent of bacteria culture, the few remaining copies enough to fully restore the strength and properties of the bacterial culture. If polrasteniya cut, the shoots grow from the stump, and it entirely, ultimately, restore its functionality. But if even the most hurt small portion of Rights, especially the brain, it will die once and for all until the last cell, pouring hundreds of trillions of hard-to destroy bacteria strains with such efficiency. And civilization-reaching a certain level of complexity, then it can not painless regressing back to the previous level by simply reducing technology and people, and has a chance to strike a whole, to zero. (It is now for us becomes an event disable electricity for a few hours, and from that, people are dying. A little over a hundred years ago, electricity was used only in rare experiments. many modern buildings can not exist without the continuous energy: coal mine flood, openwork design of shopping centers razvalyatsya one winter without snow cleaning and heating etc.). 

Sistemnee What sort of structure, the greater the degree of its properties determined by the location and nature of mutual Kurile elements, rather than the elements themselves, and the major role it plays in the management, compared with physical force. If suddenly all of the world's people shuffled into space, zakinuv each continent to another, it would mean the loss of modern civilization, but every single person might still be alive. Also, if a thin cut with a knife by a certain animal parts for a few, almost all the individual cells are still alive and at large-animal dead. 

The more complex the system, the greater the long-term effects of the disaster, as compared with short-term. That is, the system has the properties of strengthening small events - certainly not all, and those who fall into the "focus of attention". Residual major disaster usually fall because perehletyvayut through the threshold of sustainability. For example, in the case of the Chernobyl accident, the most long-term consequences of the disintegration of the USSR and began a long period of stagnation in the nuclear industry, with the result that the world is the energy poor. During the attacks of September 11 destroyed the original buildings worth 1-3 billion dollars, but the damage to the economy amounted to 100 billion These attacks have resulted in inflation bubble in the real estate market (at the expense of low rates to stimulate the economy) in the trillions of dollars. And the war in Irk, which spent about 1.4 trillion dollars. Indeed, the main damage is yet to come, as well as the withdrawal of troops from Iraq and the crisis in the real estate market to cause branding, political and economic damage to many trillions of dollars. (Plus, for example, the wounded from Iraq that would have treated for decades, and it must allocate trillions of dollars). It looks like Leo Tolstoy described it as the effects of prejudice, which the French army has suffered under Borodin, building a chain of events in the follow-fire in Moscow winter, Berezina, the collapse of the empire. This information constitute prejudice in all these cases exceeded physical. That is to say, these developments provoked a chain of wrong decisions and destroyed the structure - that is the structure of the future. You can say otherwise: a sufficiently large event may establish a system in a different direction, which is slowly but irreversibly from the same.
Discuss now various types of systemic crises that come naturally to see which of them could be relevant to the modern civilization. 

1. Excess predators, this example we have discussed above, the example of wolves and elks. 

2. Example of the economy - the Great Depression. Enclosed reduce production cycle-layoffs - lower demand-reducing production. The cycle, which itself is arranged so that must go through zero. Only non-economic events, like war and expropriation of gold, it had been able to break. 

3. Another example is the structure of civilizational samovosproizvodyascheysya arms race. She encourages all create an increasingly large stockpiles of dangerous weapons and keep them in a high degree of readiness. It also injects a new state, and encourages the development of dangerous technology. In other words, there are certain structural situation in civilization itself, which dangerous weapons of mass destruction. These structures are characterized by the fact that replicate themselves at every stage of the growing volume and continue to operate in any resource depletion civilization. 

4. Strategic instability: Who hit the first, he wins. Plus, a situation where the advantage of having threatened to attack his loss. 

5. Fracture. The escalation of a kind of division in society leads to increasingly open struggle between two forces, increasing crime, the increasing polarization of the other members of society who are forced to choose on whose side they are. (For example, the opposition Fatah and Hamas in Palestine.) 

6. The structural crisis, when everyone knows everything. (As in the movie "Minority Report" with the ability to predict the future Psychics leads to a war.) in the same book on military strategy described the following situation where if the two adversaries do not know what the status of another, they are at peace. And if one knows that the other troops began to move forward, it provokes him to move its, and if he knew that he was not nominated troops, it also provokes him to attack first. That is the transparency of information indefinitely accelerates backward linkages between the warring parties, resulting in rapid processes become possible with positive feedback. A spy nanoroboty make the world a transparent information - and with great speed. 

7. The structural crisis "Kampuchea", which all begin to see each other as enemies and seemingly destroy enemies, which results in the search samousileniyu enemies and revenge for the false accusations. Incidentally, the blood revenge-structural crisis, too, which may be traveling community. 

8. The concept that destroy others is a way to "solve the problem". But that is only the way for the widening of the conflict. It's like a prisoner's dilemma. If both parties choose to peace, both will benefit, but if only one, the more "good" lose. In other words, Pathological samoogranizatsiya can occur even when the majority against it. For example, at the beginning of the arms race has been clear that it is, and forecast its development was published. However, the process itself has not prevented. 

9. The economic crisis associated with the effect of feedback between predictions and the behavior of the object surveillance, which make the facility completely unpredictable - that there has been speculation in the market. (See G. Soros book on the crisis of world capitalism.) That unpredictability makes trends go to the most incredible modes, which can be catastrophic. In other words, finding new trends disastrous regimes that they can not be predicted. (Dokazyvaetsya so: if markets were predictable, everyone would be able to benefit. Still unable to profit from speculation, as well as a zero-sum game. Consequently, the behavior of markets will be more difficult than their prediction system. other words, this dynamic chaos.) in the military confrontation to behave in unpredictable ways, too, sometimes proving more profitable than conduct itself in the most effective manner, because effective way proschityvaetsya easily. 

10. Another version of a structural economic crisis, holds endless recession economy by pumping money-there may be a point of irreversibility when gently out of this impossible. This theory is described in credit cycles Minsk. Minsk debtors divides into three categories: good faith; for those who can earn on interest payments, but not the bulk of the debt and therefore are forced to wait it forever, and those forced to take new loans to pay for old, that seems to financial pyramid (ponzi scheme), (see details http://ie.boom.ru/Rozmainsky/fragilation.htm). The first type of borrower is free and can pay the entire debt. The second type of borrowers have to pay duty on forever and could not get out of this state. The third type has to continuously expand its operations and still go over the final time. Minsk has shown that the occurrence of all three types of borrowers and the gradual increase in the proportion of borrowers third type is a natural process in a capitalist economy boom period. Modern economies, led by its locomotive-USA, is somewhere between the second to third type. The amount of different types of debts created only within the United States is order 100 trillion dollars (this includes 7 trillion public debt, 14 trillion. Mortgage, debts of the population for credit cards, education, cars, corporate bonds, as well as the obligations of the government of the United States for retirees medobsuluzhivaniyu Medicare. The GDP USA-13 trillion. Dollars. Clearly, all this money does not have to pay tomorrow, but they are blurred for the coming 30 years and among the various actors who are going to use complex on one income to pay other debts.) Sam debt does not have a devil-rather, it describes how, who, what and where will make and receive. So this machine is planning financial future. But when she arrives at the third mode (ponzi scheme), she enters into a mechanism of self-destruction, which the stronger than it is later. Views on whether the world economy is growing by the global financial pyramid, or not differ. Billionaire Warren Buffett called derivatives (multi debts) financial weapons of mass destruction. The dangerous trend is similar in that it is possible to think that this systemic problem with the duty applies only to the United States as a country: in fact, it applies to the entire world economy. Damage from the Great Depression of 1929 doubled to exceed the expense of the United States Second World War and spread of the virus Spanish 10 years earlier, across continents, hitting Europe stronger than on States. The crisis of 1929 was the largest systemic crisis until the collapse of the USSR. His main difficulty was that people did not understand what was happening. Why, if there are people willing to work, and it is hungry, requiring food-cost meals, but no one can buy it and farmers devastated? And they burned surplus food-not because they were evil or Idiots, but because they simply do not understand how to make the system work. It should be noted that there are now divergent views on the causes of the Great Depression, and especially on what measures would be correct, and why it finally ended. Total samopodderzhivayuscheesya misunderstanding is an important part of a systemic crisis. Minsk proposes to increase the role of the state as the borrower of last resort to reduce the cyclical fluctuations of the capitalist economy. And it has worked in the crisis 1975.1982 and the beginning of the 90's. But there is a new danger-called "moral damage", which consists in the fact that banks, which bought each time, becoming increasingly desperate in delanii debts, as well as the sure and redeem them at this time. In addition, they provide a statistical model: the more there was no economic depression, the longer it will not be on the statistical models, while the structural models, the more there was no recession, the more it will be. The credit cycle Minsk linked primarily with excessive investment, and Moore's Law, as we know, many based on excess investment in the venture under the "investment". Therefore, the world economy would decline a dramatic blow to Moore's Law. 

11. The general trend towards increasing complexity of human civilization, which allows for fast kollapsov unpredictable. (Just as the plane crashed in Peru because staff at the airport zakleil speed sensor Scotch tape, and he issued a mistake, a team determined that the computer is crashing, and when a computer message issued on the proximity of land, he was not believed and crash into the sea .) Or mistaken Trigger warning systems on nuclear blow. Previously, the main cause of the catastrophe were "insurmountable forces of nature" (storm bears), then to the 20 st century, they were driven out, the main human factors (ie it is a mistake given at the time of design, configuration or administration). But by the end of 20 century, the complexity of the technical and social networks has become so great that their failures were not local, and systemic (on scenarios, which require detection nevychislimoy complexity). A case in point was the Chernobyl disaster, where the staff followed the letter of instruction, but in a way in which none of the compilers did not expect and was not able to assume. As a result, each acted correctly, and the amount the system will not function. That is the cause of the disaster became sverhslozhnost system, and not a particular individual error. 

12. The current situation in the world, with its basic contradictions among various armed countries and the world economy Unity. 

13. Samovosproizvodyaschayasya disorganization (sovereignties parade in the history of the USSR). 

14. Samopodderzhivayuschayasya moral degradation (collapse of the Roman Empire). 

15. Domino Effect (such as drug addicts, who podsazhivaet others to get money for a new dose or effect when the bankruptcy of a bank bankruptcy raises all its creditors on a chain) 

16. "Natural selection" long-term instead of short-term benefits. (Marks: more effective exploiters squeezed good.) 

17. The trend towards concentration of power in the hands of one person. (All revolution suicide dictatorship.) That is, once embarked on the path of authoritarian rule, the dictator forced to go to his absolute regime that overthrew him no. 

18. Avalanche reforms (Macchiavelli: small changes pave the way for major changes. Example: Restructuring era). 

19. The crisis unfolding disbelief-growing lies and Information noise (instead of profits credibility, PR instead of the truth, noise instead of speech - a loss of confidence crisis, when more than a man does not trust, the more kidding himself, knowing that it awaited the same). If the criterion of truth-experiment, experiment and the result is a new technology, but its value is the money, the intermediate stage gradually dropped. 

20. Chaos theory. Chaos theory suggests that the complex system with a large number of critical factors can move strange attractor - that is the path in which there is a sudden catastrophic referrals to treatment. The expression of this idea is the theory of "normal accident" (Perrow 1984), which states that it is impossible to create a totally trouble-free system, even if the ideal hire staff, to totally correct equipment, etc. Normal accidents are the natural properties of complex systems that meet two the criteria: the complexity of the device and the degree of interconnectedness parts. 

21. Samoorganizovannaya criticality. The model with a bunch of sand, which falls on the sand and one on which to go avalanches, as a result of which some average fixed tilt, is an example of the so-called self-criticality. This model can be compared with a density of catastrophes in any sphere of human activity. If there are too many disasters, it attracts more attention to this area, and invested more resources to ensure the security measures in other areas this time loses focus and increasing their risk. As a result, we can see a world in which the density of disasters distributed fairly evenly for all activities. But mathematical properties samorganizovannnoy criticality of the system is that there can be avalanches Unlimited great value. Samoorganizovannaya criticality arises when the concentration reaches a certain element of unstable threshold, so that it they are beginning to establish links with each other, and establish its own subsystem, the original cross-cutting system. As the number of scripts for scenarios and factors that might lead to a global catastrophe is enormous, and it is constantly growing, the chances of such self-rising. 

You can say differently. The catastrophic process occurs when has exhausted its own capacity of the system to preserve homeostasis. However, the catastrophic process trouble, too, is a kind of system, and also has its homeostasis and sustainability, as well Pereslegin says in relation to the theory of a military operation. This makes the process samopodderzhivayuscheesya catastrophic phenomenon, which can move from one level to another. The risk of a chain reaction of catastrophic events increased especially from the fact that there are people - terrorists - who carefully monitors various hidden vulnerability and want to use them. 

22. The crisis arising from the desire to get rid of the crisis. (For example, the stronger the Israelis want to get rid of the Palestinians, the stronger the Palestinians want to destroy Israel.) peculiarity of this crisis is linked precisely with the understanding krizisnosti situation, in contrast to previous crises. 

Structural crises understand people because of their sick mind to think in categories of objects and subjects of action. And because of this, the more they think about such a crisis and trying to cope with it, for example, blotted one of the parties to the conflict, the more the crisis escalates. Structural crises caused perplexity and search for a sense of the hidden enemy (who would become the object so that creates a crisis). For example, so convenient to think that the USSR razvalilo CIA. Examples of systemic crisis in the human body is aging and obesity. 

Further, there may be more complex structural crises that I have not yet come to the head. 

The crisis of crises. 

In today's world, with all of the above mentioned types of crises, but in general the system is kept stable because these forces pull in different directions. (For example, the inherent tendency towards authoritarianism rift, the USSR and China, Sunnis and Shiites, Stalin and Trotsky, which creates a crisis-type cracks and balances unipolar crystallization.) That is separate processes balance each other: authoritarianism, etc. disruption. Moreover, the principle of homeostasis, in the spirit of the principle of Le Shatele-Brauna. 

Dangerous, but if all these individual crises samoogranizuyutsya, one obtains a crisis of crises. Systems strive kept in balance, but rather heavily turning point in the equilibrium state of the movement, in other words, the destruction of the system, which also has its sustainability. This is true for the army, rolling on the offensive: a moment before she had to overcome the resistance of the enemy and their own inertia, but then she is in a state of the offensive, which has its stable pattern. Of normal life example: in order to get out of the house sometimes have to make some effort to "to swing", but when the trip went, he already has its own dynamics, and the inertia of the structure. 

At this time of crisis all manifestations of human development sorganizovany so keeping humanity in the wake of a gradual economic, scientific, technological and population-growth. In the event of a crisis, all crises, the same factors can organize ourselves so as to continuously work at the destruction of human civilization. 

Properties crisis crises: it is impossible to understand because, starting to think about it, and it vtyagivaeshsya usilivaesh it (so works, say, the Arab-Israeli conflict). And because his understanding is worthless because of dense information noise. Because, in fact, it is harder than one person could understand, but has a number of obvious misrepresentation simplistic understanding. (Murphy's Law: any complex problem has a simple, clear and wrong decision.) 

The element of the crisis is not of crisis events and interactions in the world and the crises of a lower order, which are structured is not without the help of the human mind. 

The element of the crisis is not of crisis events and interactions in the world and the crises of a lower order, which are structured is not without the help of the human mind. And especially here plays the role of an understanding that this is a crisis occurs, which leads to two, at least, models - or the desire to get rid of the crisis quickly, or the desire to take advantage of the crisis. Both can only exacerbate the crisis. At least, because the different parties, different ideas on how to end the crisis and how to benefit from it. 

Since the crisis understanding of player is part of the crisis, the crisis will be difficult to any understanding of it. Even when they finish, understanding of what happened with us, it will not. That is why so many different opinions and discussions of what happened in 1941, or "why the Soviet Union fell apart." 

Another metaphor of the crisis is a crisis following reasoning, which I heard with regard to financial markets. There is a big difference between the crisis in the market, and market crisis. In the first case, there are sharp price hikes and changing trade situation. The second-commerce itself is terminated. In this sense, global catastrophe is not another crisis in the way of development where new beats old. It is the cessation of development itself. 

Technological Singularity. 

One of the observations in a spirit of profound crisis "crises" set out in Article A. D. Panova "crisis of global cycle Universal history, and possible role in post-SETI program development." Considering the frequency of various key points to the emergence of life on Earth, he discovers patterns, which suggests that the density of these transitional era continuously increased with hyperbolic law, and therefore is "singulyarnuyu point", in which it is drawn into infinity. This means that is not just another crisis, a crisis of the entire model, which describes the evolution of life from inception to the present day. And the model says nothing about what will be after the singular point. 

This point is in the area in 2027. Interestingly, a slightly different forecast models indicate the vicinity of 2030 as a point "singularities" where their predictive curves turned into infinity. It is clear that global risks are clustered around this point, as it is a classic mode, "with the increase." But they can happen much earlier this point, as will the crisis and before. 

In each model Panova next crisis separated from the preceding interval of time, 2.42 lower. If the accounting crisis at the beginning of 1990, and penultimate, in the second world war, the next crisis (time of exit) of the model Panova will be in the area in 2014, and after following-on the 2022, 2025, 2026, and beyond them the density will grow continuously. Of course, the exact meaning of these figures are incorrect, but the general trend as it is. This latest crisis is the breakup of old and new creations, was in the early 90's and was the collapse of the USSR and the emergence of the Internet. 

This means that between now and in 2014 we must endure another crisis of comparable magnitude, that is, we can see it now inside the emergence of a five-year horizon predictions, but this crisis is not the final one will be a global catastrophe, as we speak and between him and the crisis of the model itself in 2020 - s possible "island of stability" in a few years. 

Several independent researchers have thought about the possibility of a technological singularity in the region in 2030, ekstrapoliruya different trends, the level of miniaturization of devices to the capabilities of computers needed to simulate the human brain. Mathematically singularity is different from the regime with the increase, a disaster, and as the completion of great historic era, it would certainly be a disaster. But Singulyarnost could be positive if it will keep people and significantly expand their capacity, and hence, negative if as a result of this process, people will die or lose a great future that they could be. From the point of view of our investigation, we will take any positive outcome Singulyarnosti, after which people continue to live. 

The most rapid, complex and unpredictable process that often equated with Tehnologichnoy Singulyarnostyu, is the emergence of a universal, capable of self-II and its hyperbolic growth. (You can show that the acceleration of development itself, which occurred in the past, it is linked to the acceleration and improved ways of addressing challenges-from the simple perebora, to sex selection, the emergence of human language, script, science, computers, venture investing, every next step a step in the development of intelligence and possible future samosovershenstvuyuschiysya II continues this trend.) 

Regarding Singulyarnosti could read several seemingly credible statements. 

First, the absolute Singulyarnost shaped projection horizon. We just can not say that it would be after Singulyarnosti because it is a difficult process indefinitely. Moreover, we can not say anything about himself or Singulyarnosti point, or a certain time interval before it. We can only make some assumptions about when will Singularity, but there is great variation. Indeed, nothing prevents come directly Singulyarnosti tomorrow in the case of sudden breakthrough in the study II. 

Secondly, in terms of our attitudes today, pressing infinity can not be achieved. Therefore, the absolute Singulyarnost not reach. This can be interpreted so that as we approach the singularities in the amplified vibrations various processes that destroy its early achievements point of infinity. If so, the probability density before Singulyarnostyu global catastrophes Unlimited increases. (Sr. Malinetskogo with the concept of increasing the frequency and the amplitude of fluctuations in the system before the disaster.) 

Thirdly, to Singulyarnosti whole system is entirely suitable. This means that one should not expect that Singulyarnost not affect anyone, or that will be slightly different Singulyarnostey. 

In terms of our study, it is important to note that a global catastrophe is not mandatory and there is a technological Singularity itself. Global disaster may be widespread, but, ultimately, a simple process, like a collision with the asteroid. In a global catastrophe there are signs the regime with the increase, such as a sharp acceleration density developments at the moment it touches the Earth asteroid (lasts for 1 second), but no sverhintellekta, which by definition does not postizhim. 

From the show that if the idea Technological singularities, we can do nothing to prevent or measured after Singulyarnosti risks, but to prevent them before it (especially in a period of high vulnerability to it) and intends to Singulyarnosti positive. 

More on Technological Singulyarnosti can be read in articles and books: Vernor Vinge. "Technological Singularity." 

(http://www.computerra.ru/Authors/2922/), "Looking at Yudkovski Singularity", "David Brin Singulyarnost and nightmares," Michael Deering Singulyarnosti "Dawn". 

Perepotreblenie leads to a simultaneous exhaust all resources. 

Some resources may not just finish, but be exhausted, so to speak, in the minus. For example, over-the soil, resulting in rapid and complete erosion. This issue is examined in its Medouzom "Limit growth." Exploring mathematical models, it showed that perebor consumption in a certain resource system then inevitably leads to the edge of death. For example, excess leads to predators such a drain on the number of victims that followed, all victims die before a single, and predators themselves condemned to starvation. Another example is when the pollution is so great that in addition to the very pollution affects the environment and the ability to self. 

The credit cycle Minsk certain way is not only related to money, but to istoschayuschemu perepotrebleniyu (what is called the term "overshoot") of any natural resource. It is characteristic of mankind sverhischerpyvat any resource that it has become available. In this sense, it is not surprising that many resource perepotreblenie happening almost simultaneously, because overexpenditures one resource you can hide, wasting another. For example, the exhaustion of money for the mortgage payment can be concealed by paying her credit card; just exhaustion at 30 percent suitable for agricultural land since the Second World War, you can hide, investing more resources (ie energy) in the cultivation of the remaining land, or exhaustion aquifers can hide, wasting more energy to extract water from deeper horizons. Problems sverhischerpaniya people each time managed to overcome committing technological leap, as it was in the Neolithic revolution. However, this has not always happened smoothly, that is sometimes the decision was only when a full-scale crisis already razverzalsya. For example, the Neolithic revolution, a shift from gathering to settled agriculture-occurred only after the population has declined significantly as a result sverhischerpaniya resources in the hunter-gatherer society. 

In XXI century simultaneous exhaustion threatens us many important resources already happening as a result of alternatives. List the various assumptions of exhaustion, not discussing the truth or falsity of each separately. From an economic perspective, the final exhaustion of any resource is not possible, the question of how much it will cost and whether it will last at all. In this connection, the time allocated is not exhausted, and the time production peak (peak), and then the period of rapid decline in production resource. 

The period of decline may even be dangerous period, the total absence, as it is at this moment be promoted to a desperate struggle for the resource, that is, the war could begin. 

Peak harvest-passed in 1989, 

The exhaustion of the land suitable for farming 

Peak production of food in general 

Peak Oil, perhaps at the moment 

Peak gas later, but a slump after him. 

Decommissioning nuclear reactors 

Exhaustion of drinking water and water for irrigation. 

The exhaustion of some non-ferrous and rare metals (to the year 2050) 

Again, I stress that this paper addresses the problem of the exhaustion of resources only in terms of whether it could lead to the eventual extinction of mankind, and argues that by itself can not only launch if a more dangerous process. 

Interestingly examine the following question. If bankrotitsya financial system, it means that it end all sources of money, and if resources are limited technological civilization, it means that it ends all the resources at the same time as energy performs the function of money in the technological system, and enables to extract any resource while there are energy (such as Download water from the deep seams). The question arises whether this money and energy equivalence, which means that the energy crisis would also finance, and vice versa? I think so. Roughly speaking, because the real money means the opportunity to buy goods. If the economy enters a scarce regime, the opportunity to buy something of value for money isparitsya. 

The systemic crisis and technological risks. 

It can be considered a systemic crisis of the entire modern society without taking into account the new opportunities and dangers that create new technology. Then, the crisis will be described in terms of economic, political or environmental crisis. You can call such socio-economic crisis of systemic crisis. On the other hand, space capabilities can be seen, and created the appearance of interaction with each other many different new technologies. For example, to explore how advances in biotechnology will affect our ability to create II and interaction with him. Such a process can be described as systemic technological development. This is a different direction and actively investigated, but as if they were two different spaces. For example, those who study and predicts Peak Oil until in 2030, it is not interested and does not even mention in their research issues, with the development of coherent II. Conversely, those who are confident in the development of powerful II to 2030, did not mention the subjects of the exhaustion of petroleum as a minor. Obviously, the system is interesting to consider a higher order, where socio-economic and technological systems are only subsystems, and in a crisis that could allow a higher level. 

The degree of motivation and knowledge of global risk factors. 

As rightly stresses A. Kononov, the task neunichtozhimosti be understood as an overriding any civilization that exists in the universe catastrophically unstable. Just as everyone's grassroots proshit instinct for self-preservation. In general, we can assume that the more awareness of the importance of the preservation of civilization in all its levels, from engineers to the ruler, the more likely she survived. (Although possible scenario where the quest for survival lead to a fight with some other groups or anti rescuers.) 

Accordingly, as a growing awareness and motivation of civilization against its self is a powerful factor in its survival. In the article "On the possible causes of underestimating the likelihood of global risk" I am considering a list of factors on which people may wrongly assess the likelihood of global disasters, most often in the direction of understatement. But it is equally important that, as it is not difficult to believe that people can not seek to prevent global catastrophe. Or, for example, is not enough to strive. Say, Reagan considered acceptable increase the risk of nuclear war, to achieve victory in the Cold War with the Soviet Union. This means that the purpose of the survival of human civilization for him was not paramount. And this was due to evolutionary psychology, as alfa-samets reaches its status as leader swarms, with the willingness to risk their lives in fights with other alfa-samtsami, and the model of conduct lays down genetically, as the winning male children more than that of the dead in battle leader of the place. 

So, we can say that the ability of civilization to survive in a large sphere is determined by two factors - the degree of awareness of the various risks and the degree of motivation in their prevention. In doing so, these two factors are linked as much motivation leads to a more thorough studies, and important studies shed new light on the risks may enhance motivation. All the same effect seems more primary motivation. Although, in theory, everyone supports the prevention of global risk, in practice, this goal is at the last place, as evidenced by the number of publications on the topic and funding research. (Ask your government - whether it is willing to invest resources in technology, which will enable the reduction of global risks at 1 percent after 100 years. Nevertheless, it is tantamount to consent to the extinction of humankind through 10000 years. probably has a biological mechanism by which conservation the lives of children and grandchildren is very important, and life-pra-pra-pra-pravnukov totally irrelevant.) 

We can try to take account of these two factors as some of their rates peak. Assuming a maximum degree of motivation of the country in the war effort as well as a measure of the real motivation-share funding of individuals and organizations in the United States working for the prevention of global risk large (about 1 million dollars a year at best, with a single purpose, we do not see programs are better funded, as they do not require a coherent defense-sensitive entire complex interactions in the response to global risks, such as antiasteroidnuyu program), the difference will be about 1 million (assuming that the United States could be spent on the war, about 1 trillion dollars ). In the meantime, however, the situation has significantly improved, if in 2000, there was not one person in charge of global research and the prevention of risks to the ever-paid basis, but now there are such positions in the United States and Britain. All the same, despite the fact that the situation is improving, it looks terribly neglected. 

Awareness should be measured as a percentage of total awareness of what would soon be able to have some sort of sverhtsivilizatsii. Under the knowledge I have in mind the existence of a generally accepted, strictly proven and well-known description of the problem of global risks.
Therefore, even if the book containing the description, it will not be the full knowledge, it's clear that the vast majority of people do not read it, and most who read are any objections. So, if we say that our awareness of thousandth percentage of the maximum possible awareness, it will be a very optimistic estimate. In doing so, I mean the maximum possible awareness attainable at this level technologically, but not absolute awareness magician who foresaw the future. 

Even the absolute maximum motivation and awareness is not a 100 per cent chance of survival because of possible disaster-related neoborimymi unpredictable natural forces or probabilistic processes in the spirit of the theory of chaos. Awareness and motivation does not allow people to live forever. The overall resilience of civilization could be measured as the product of awareness on the motivation, but in the case of Earth's civilization, we would have been a disappointing one billion of the maximum possible. It is hoped that with the emergence on the horizon of some extraordinary circumstances, motivation can develop rapidly. 

So, we must consider any developments affecting the motivation and knowledge on global risks, such as Global Risk factors for the second kind. 

Factors increasing motivation: 

1) A major disaster of any kind 

2) The publication of influencing public opinion. 

Factors that mitigate motivation: 

1) The long period of calm and prosperity. 

2) Publication of reassuring people. 

3) False unfulfilled predictions. 

Factors affecting awareness: 

1) The number of people participating in a panel discussion entitled, and their professional quality. 

2) The duration of the history debate and information transparency. 

3) Razrabotannost methodology. 

4) Whether in the development of awareness. 

Factors, weakening awareness: 

1) The loss of scientists tradition gap or some kind of catastrophe in the event of moderate. 

2) Dissemination of deceptive and / or ideological split. 

Conclusions: our ignorance and nemotivirovannost to prevent global catastrophe could be much more serious factor than the risks posed by any natural source of risk. This is just as more than half of catastrophe happens faulty aircraft pilots, and not due to technical or natural causes. 

Kriptovoyny, the arms race and other factors for scenarios that increase the likelihood of a global catastrophe. 

Kriptovoyna. 

An important factor in future global risk is the possibility "kriptovoyn" (a term C. Lema). When the arms race in the world comes more than two opponents, there is a temptation to causing an anonymous attack, or to weaken one party or disturb balance. Obviously, the sverhtehnologii provide new opportunities for such attacks. Previously, it could be an importation of radioactive substances or launch missiles from neutral waters, a biological attack could be much more anonymous. Kriptovoyna is not in itself risk the survival of mankind first kind, but it will change the situation in the world: 

Mistrust countries will increase each other, the arms race will increase, moral ban on anonymous and cowardly blow away, as a result of World War outbreak could all against all and simultaneous jump in dangerous technologies. 

Kriptovoyna will largely terrorist - that is the impact of the information should exceed the direct impact damage. But the meaning of that will be not so much in creating fear, terror, but rather in the general distrust of all that can be manipulated, "tossing different hypotheses." Many political assassinations of modern times has kriptovoyny "are acts" such as murder Litvinenko. Unlike the attack, for which many want to take responsibility for kriptoudar it does not take anyone, but everyone wants to use it to their benefit, spihnuv blame on the other. 

Vulnerability to micro effects. 

The next scenario is the vulnerability of systems to sverhslozhnyh infinitely small effects (Moreover, by adding the non-linear, very few weak events can be much more effective than each separately, which reduces the requirements for the selection and implementation of the accuracy of each individual event.) Of course, to correctly calculate such effects, needed sverhum capable simulate sverhslozhnuyu system. Hence, the mind must be difficult for the system, and this system should not contain such other minds. Such a situation might arise in the early phases of development of artificial intelligence. Blow through the small events will be the highest manifestation kriptovoyny. 

Example: accident with the shut-down of electricity in the United States and Russia with a relatively small zamykaniyah. Such points of vulnerability can be computed in advance. A more complex vulnerability, I can not invite, because not possess sufficient mind. But another factor may be the impact on the relatives and friends of those taking key decisions. (For example, in Europe recently robbed banks in a way, taken hostage by seven staff members, and he ordered all.) So long as likely not to destroy the world, but you can provoke a giant barracks - that is to convert the system to a lower level of the organization. In the state of barracks likely unintentional use of weapons of mass destruction is increasing, and the ability to develop innovative technologies reduced. Accordingly, the destruction of a world where the means are already in place, it increases the chances of a global catastrophe, but even if not, perhaps reduces. (But this is not the case if other technologically survived a full-fledged country for such an event will trigger a dangerous arms race hook.) 

The arms race. 

The arms race is dangerous not only because it will be used to produce weapons narochno doomsday device day. In the process speed of an arms race will have to put dangerous experiments with reduced security and with a higher probability of leaks. In addition, sverhoruzhie universal destruction may be a by-product of particular case, or the use of conventional weapons. For example, the idea arose kobaltovoy bomb after it necessary for normal atomic bomb was conceived and created. The development of production technology warfare insects will create this kind of opportunity, which zapolonit entire Earth. Finally, the use of large quantities of a single weapons mankind can also translate to a lower stage of development at which a possible extinction. 

Moral degradation. 

Most say that the moral degradation could destroy mankind. It is clear that the moral degradation may not be the first kind of global risk, as well as by itself it does not kill anyone, and talk of moral decline since the days go ancient Greece. Nevertheless, the moral degradation of the elite has been a significant factor in the fall of the Roman Empire. 

In doing so, "the moral degradation" I do not understand the moral assessment of the actual assessment, and have in mind the model of behavior that makes society less stable. First, it is personal preference - and short-term goals and long-term public over. Note that if a culture of the past was aimed at promoting the objectives of useful stability of society, now vice versa. But not all of this became killers. An example of the modern "moral degradation" are the words of President Clinton that he would "take cigarettes with grass, but not be postponed". She threatened in the first place "power elite" and the sense of global risks can manifest itself in the inability of the power elites to respond adequately to the threat. That is a possible reaction, but lies, mistrust each other and money laundering can undermine any initiative in the field of global risks. 

Further, the system critical to a concentration of unreliable elements. If they are sufficiently low, they do not face each other and do not violate sustainability. If there are more than a certain critical number, they form a coherent its internal structure. Even a small increase in the concentration of such a critical threshold in the region could seriously increase the volatility of the system. 

Finally, even a small reduction in the general level of moral society greatly improves the "weight" of heavy tails distribution, that is, increasing the number of potential "gerostratov". 

It should be noted that an educated population growth also increases the number of people who can consciously want global catastrophe and have the necessary expertise. 

It is felt even ascending to K. Marx that the roots of the possible volatility in the nature of society, built on competition. Investment in long-term projects in the short-term weakening konkurentno-sposobnost as resources go to distant projects. As a result, in the medium term, the people, countries and organizations that do not pay enough attention to short-term projects suffer defeat. (This reasoning can be likened to the discourse on the "N. Bostroma hobbistah" in his article "Threats to livelihood", which show that the evolution of traumatic osteitis of the community who will not spend all means of survival.) on the other hand, a group of people that learned to collaborate in a winning situation more than the individual declines to cooperate. In any case, in today's society there is a gap between the quality nearest planning (prior to the election, to wages, to return the business), and long-term planning, in which the weight becomes a big risk. 

Hostility scenario as a factor. 

It is obvious that any crisis will lead to increased hostility on Earth. (How, for example, in the normal course after the State of major political assassination or a failed war-examples: the war with Japan in 1905: that the war in Vietnam.) One of the highlights of the recent surge of examples of hostility in the world was the situation after the attacks of 11 September 2001 the year when many people expected that the "war of civilizations" will nature of the world war. 

This animosity will consist of several factors: 

1. The polarization of society into different groups that hate each other. 

2. The increase in negative emotions and passions increases in the number of people willing to violence and hotyaschih this, which increases the risk of incidents and attacks with weapons of mass destruction. 

3. Loss of confidence for all the destruction and connectivity system. Confidence-necessary part of the economic system based on the loan. 

4. The increase in the arms race and aggravation of long-standing conflicts. 

5. Risk start World War in one form or another. 

6. Waiting for the inevitable turn of events from bad to worse, which may give rise to samosbyvayuschiesya prophecies. 

Revenge scenario as a factor. 

Revenge is a continuation of hostility, but in the highest form. Assume between the two major powers occurred nuclear war, and one of its powers completely lost, it caused unacceptable damage, while another otdelalas light injuries. A loss of the losing side, half of the population, all major cities defense capabilities. It is very likely that in this case the revenge will be a national idea. The experience of history shows that some people can drive in the dust, and they create an increasingly aggressive and dangerous forms of resistance. For example, Bin Laden has increased in Afghanistan. Other examples - Chechnya, the Palestinians. As a result, nuclear war did not make the world more stable. Rather, it would create insurmountable contradictions so that the world will become more dangerous. The losing side will not apply to any doomsday device car days, because people have lost their families, their homeland, have nothing to lose. 

The winning side must then decide, or genocide, or to the occupation. Modern western civilization may not decide to genocide because in that case they will have to lose their identity. Occupation too bad works because it is turning into a war without end. Tehnologichno looks like the idea of occupation with the help of robots, which, however, is tantamount to making the defeated country in electronic concentration. 

The war scenario as a factor. 

Wars have been in human history, and war itself may not lead to human extinction, but in today's world war could: 

1) The war can create the conditions for the use of weapons of ship days. And also lead to uncontrolled use of nuclear weapons. 

2) The war could provoke more war. 

3) The war could trigger an economic crisis. Before the war helped combat the crisis of oversupply, but this was true for the old world in which there was no single global production and finance. 

4) Any war provoking an arms race, and even from non-participating countries. At the same time, any arms race is linked to progress ever more autonomous rights of the machines. It is also linked with declining safety criteria sake greater efficiency in the face of catastrophic lack of time. 

5) The war can be a trigger event for some sort of chain of events leading to a crisis. 

6) The war makes it possible sabotage and large kriptovoyny. 

7) During the war, global catastrophe can occur type of leakage, for example, with the destruction of storage facilities and laboratories for the production of biological weapons 

8) The war increases the number of people experiencing feelings of despair and the lust for vengeance, and thus increases the likelihood of the creation and use of weapons of ship days. 

9) The war prevents organized joint efforts to prevent and deal with all kinds of catastrophes. 

10) The war may lead to a short-term goals protectors medium and long-term prospects. That is, in the course of the war may be lost sight of the global threats that are not linked to the war - or long-term consequences of actions that are necessary for survival today. 

11) The war may create a multinational terrorist network. 

12) The war led to a split in society, blacks and whites, even in non-participating countries, which may produce the effect of replication war. For example, in all countries arose communist party, and in many they started fighting. 

13) The war could lead to ruin and the transition to peace "postapokalipticheskuyu" phase. This can occur even if the war would not be nuclear. But to do that it must be world. Network war or civil more inclined to be worldwide. The so-called "clash of civilizations", that is a war for world caliphate may take the form of such a conflict. In war, there are always the classic rear territory, which occurs mostly in the development of new technologies needed for the war. In networked warfare will not rear areas. 

War is always an element of a much more unpredictable than the policy in times of peace. The war also serves as a momentum booster historical time. As we said a number of predictions of impending accelerate progress in the first third of XXI century, it is possible to link it with the possibility of war. 

For this purpose, the war we are talking about the classic fighting two people populated countries. Armed struggle of people and robots, and people sverhlyudey II or two people among themselves or with a dangerous virus is not a classical war. But such a war could mean the genocide of the people, in contrast to conventional war, which is not aimed at destroying all people. 

The war may be two classes: the fighting or with a certain local purposes (separatists, the prevention of weapons of mass destruction, the occupation of part of another country), or World War. I believe that any world war is a war for world domination that can be otherwise called "war for the unification of the planet" and seeks to establish a worldwide perpetual regime. The Second World War, Cold War and the fight against Caliphate is largely fit under the definition. 

What happens after such a war, the stronger will of its members and the worse the consequences. Maybe our planet is not very lucky that it is not merged into a pioneering state immediately after the Second World War. 

Conclusions: even a small war has powerful capabilities to create global risks.
The degradation of the biosphere. 

Unlike rights, animal and plant life could not leave himself in the bunkers. In the case of irreversible damage as living beings on Earth, and particularly their habitat already people will never be able to return to the level of prehistoric life. Ordinary hunting and farming will become impossible, only the cultivation of all necessary products in sealed greenhouses. And if the extinct animals can be restored, just firing "on the creation of each pair", it is also easy to restore the soil and the air did not work. 

And while oxygen accumulated in the atmosphere to last for another millennium fuel combustion, the recycle carbon dioxide in the event of the death of the biosphere would no longer coma that would enhance the chances of irreversible global warming. 

Conclusion: The stronger the damaged habitat, the higher the minimum technological level at which mankind can survive. 

Global disinfection. 

The spread of dangerous biological forms could lead to the complete contamination of the biosphere. In this case, these options are possible: 

A) People will have to secure isolated in the asylum. But will always remain a threat skidding dangerous biological agents from the outside. 

B) control of dangerous biological agents: spraying of antibiotics, anti-virus. 

B) The creation of an artificial immune system across the Earth. But this is possible only after stripping "provisional" and poses new threats associated with the risk of "avtoimmunnyh reactions." 

D) Total sterilization wildlife. In this case, people will have to completely destroy all wildlife, and to work together with it to destroy entrenched in dangerous organisms. This means that people will not go back to the natural way of life. However, after sterilization may re-settling the Earth's living creatures from the "zoo". The very moment the global sterilization dangerous for mankind as a universal release implies, kills all living agent, such as radiation or radioactive substances. 

Business scenario as a factor. 

Principal globalization is the single global economy, a mainstay of the economy-finance. Finances are managing the flow of productive forces, creating a city in the desert or in zapolyare nuclear plants. The more complex the system, the greater the role of "top floors" of government. Therefore, the destruction of Finance may have disastrous consequences, although finance is not possible to see a sight. Money is the commitments given by the relative future. It is our expectation that they will maintain their value in a year and a few years now gives them value. Accordingly, finance is a tool design future. Disruption of this tool can significantly push back the world. 

Similar to the economy in human society is the ecological balance of species in nature. And the huge number of species in nature Myers because disrupted that balance, for example, there were competitors disappeared or food, or environmental conditions have changed. 

The point of absolute vulnerability. 

This is a hypothetical point in the system, infinitely small effect on the resulting consequences to infinity. The more complex the system, the more likely it is she has such a point. The higher intelligence and the awareness of the enemy of the system, so it is easier to calculate or establish such a point. Most often, this is a deciding man, or rather, a kind of factor which outweighs the critical threshold of a decision. 

Rather, it might be: 

The decision on the beginning of the war (shot in Sarajevo) 

Start technological accident (Chernobyl) 

Stock market panic 

Rejection of asteroid orbit 

Alternatively, perhaps a small impact on a few remote locations, providing synergies. 

Among the particularly dangerous terrorist scenarios such impacts, available now: 

The impact on relatives of decision makers. Using airplane as a sort of unmanned missiles, which can bring a small bomb you anywhere. I seriously wonder that the airplane has not yet been banned. Sites for attack: Presidents, aircraft, electrical, computing centers, the management of nuclear weapons. 

Complex attacks with the use of the Internet and computers. For example, a bookmark in the computer, which gives incorrect data to only one broker, forcing him to take the wrong decision. 

Information attack, disinformation, such as prohibiting hearsay (qualitatively fabricated), that the President came to the hostile country's mind and prepares a preventive strike against the "us" is a matter of "us" from a desire to strike first. What apparently runs backwards paranoid positive relationship. 

Raskachivayuschee management. 

The effect is found Cybernetics pioneer von Neumann. It manifests itself in the hands of patients drozhanii Parkinsonism and in the management of aircraft and artillery firing. Its essence is that administering the system receives information on the status of a controlled parameter to lag, and as a result manages impact not deducted from the property, and is with him, resulting in increased volatility. With regard to global risks, and new technologies may emerge is that the understanding of these innovative processes will lag behind the development of the problem, making attempts to resolve the problem will only exacerbate it. 

The controlled and uncontrolled global risks. Problems understanding of global risk. 

Our knowledge of different influences on the likelihood of various risks. There are, so to speak, "dangerous risk", that is, those in which we have for one reason or another can not prepare, as opposed to the risks that we can prepare quite easily. Preparations for the risk involves what we have: 

1. Know in advance that a certain kind of event could happen confidence in the information and decide to prepare some preventive measures against it. We can fairly accurately calculate the probability of the event at any one time. (An example of such a risk is the threat asteroidnaya.) 

2. We have some precursors that indicate when and how the parties can come risks. 

3. At the time of the risk, we opoznaem it and take the right decisions in time to prevent the evacuation and minimize damage. Those decisions we succeed in life lead at the right time. 

4. As the situation to us every time there is a replica of the situation in and we shortchange her succeed and analyze faster than new information is received. 

5. We have so many resources, which allows minimalizirovat probability of the risk for any given level of accuracy. Or bring it to the event with a pre-desired small damage. 

In other words, controlled risk-the risk that we can manage, making it arbitrarily small. 

On the other hand, you can imagine the uncontrolled risk: 

1. We do not have the slightest perceptions that such an event could happen at all class. We deliver all the warnings that this is possible and do not take action on the preparation and prevention. We believe the probability of this event nevychislimoy, and therefore zero. 

2. This event is arranged so that it had no precursors, or they are unknown to us. 

3. The event begins so quickly, we did not succeed to identify him. Or are we wrong to accept him for something else. We have taken the wrong decision to prevent it. Or right, but too late. Damage from this event minimalizirovat impossible. Progress events prevents acceptance, dissemination and enforcement of the right decisions. The correct decision not to come to the artists or are being implemented correctly. It may be that too many decisions are taken, and is chaos. Some of our decisions are exacerbating the situation or its cause. 

4. We do not have a model for ongoing situation, or we have a model of false or more competing models. We did not succeed to analyze incoming information, or is it us even more confusing. 

5. Our resources are not enough to significantly reduce this risk, even if we napryazhem all its forces. We are under the influence of events completely beyond our own. 

Presented uncontrolled risk model can be a good portrait is not a global catastrophe in terms of its physical factors, and how it affects decision-consciousness of people. Our consistent and understandable statement of the theme can create the illusion that when a dangerous process begins, people will understand that it is happening. For example, on CNN to declare: "It began nanorobotov unlimited reproduction. Our valiant missile sterilized dangerous area of nuclear strikes ". But that will likely not be. The experience of various disasters shows that the most severe disaster occurred when pilots or operators are in the proper equipment, but determined not to understand what is happening - that is a false model of the situation and because of it are valid. It is not to do away with a few examples: 

Boeing pilots off from Peru (1996 Year, flight 603), saw that the computer gives conflicting data. They concluded that the computer does not sound, and longer rely on his signals, even when he issued a message dangerously close to the ground and fired wheel. As a result, the plane fell into the sea. The actual cause of the accident was that the speed sensor zakleili Scotch tape on the ground, the computer was the same sound. If the helmsman "Titanic" hit in the head on a strictly iceberg, and not sliding blow, the doomsday device would not drowning. 

Explore trains in Germany, decided to go to the end of the train and see what is happening, rather than immediately dernut for Emergency brake-by train down to the rail at considerable sacrifice. 

In critical situations it is very difficult for people to decide, because these situations: 

• Do not obvious to them as critical 

• Never have not yet occurred in their practice 

• They feel the pressure of emotions, fears, prejudices and lack of time 

• They have incomplete, incorrect and probabilistic information, without accurate processing algorithms. 

• They understand that says in the instructions differently than the authors instructions. 

And a number of other reasons, it is essential for global disasters, as described in section E. Yudkovski "Systematic errors in the discussions on global risks" and in my article "On the possible causes of underestimating risks destruction of human civilization." The experience of the investigation of complex crimes and major accidents has shown that adequate understanding requires months of careful study, and yet, always confusion, doubt and alternative versions. In the case of a global catastrophe, most likely, no one will never know what it was caused by. Almost 80 percent of accidents are related to human factors, and in half the cases it is not just a bug (accidentally mouse button), but on the erroneous model situation. This means that the future management of Earth can destroy completely "proper" planet, starting defend against a certain fake or incorrect notions of risk. And the chances of that are as great as usual and disaster. 

What maloponyatnee new technology, so they avtonomnee from public scrutiny. People can participate in hazardous processes, not knowing their nature. S. Lem gives the example of a possible future in the "Amount" technology, where II is used as a counselor for the management of the state. Of course, all the tips that seem harmful, dismissed. But no one rejected the council to change the chemical composition of toothpaste. Nevertheless, this change led many years and through several intermediate causal relationships to a reduction in the birth rate that is consistent with the objective balance of the natural resources that were put before those II. II This is not sought in any way to harm people. He just found a maximum fitness function on many variables. 

Drexler describes the risk: "Some authors consider the rule of the secret technocrats almost inevitable. In "Creating alternative modes of the future" Hazel Henderson proves that sophisticated technology "are inherently totalitarian" (her italics) because neither the voters nor the legislators could not understand them. In "Reconnecting visit to the future of mankind" Harrison Brown also argues that the temptation to circumvent the democratic process in dealing with the complex crises brought danger, "that if the industrial civilization survive, it will become increasingly totalitarian in nature." If this would be the case, then perhaps it would mean Fate Pre: we can not stop the race of technology, a world of totalitarian States, based on the technology does not need neither the employee nor the soldier, could well get rid of most of the population. "( "The machine building," gl.13) 

Discovery. 

An important element is the ability to forecast the future of new discoveries of principle. This discovery could be of two births: those who are already tuned in science fiction, and some entirely new discoveries, even the idea of which could not have come earlier in the head (an example of which is quantum mechanics, quantum computers, computer mouse and partly Online). It is clear that the opening is not to forecast, but you can look at some possibilities. Most important in our context is the fact that each new discovery provides new opportunities for global risks. 

• If antigravity invent, it can destabilize the Earth, or will create quick and subtle missiles with nuclear nukes. 

• If invent transmutation of chemical elements, it would accumulate dangerous radionuclides. 

• If you open the door to a parallel world, it is not known that priletit from there. 

• An opening of a new source of energy will allow the creation of new bombs and missiles. 

• Any information will make possible better reconnaissance and guidance. 

• Any new environment will enable the emergence of samokopiruyuschihsya units. 

• Any discovery in the field of biology brings the creation of biological weapons, and work to understand the brain-II, and sverhnarkotika means total control. 

Common behaviors systems on the brink of sustainability. 

G. Malinetskij detected signs of a general behavior of curves that describe the various systems before the disaster. They are that a parameter is growing rapidly, while its speed fluctuations around the average value increases. You can explain this way: as the system becomes critical, some failures in it are all near each other, and between them are becoming increasingly arise chain connection, small avalanches. This system parameters are beginning twitching. But inertia homeostasis system is still strong enough to keep it in optimal parameters. The emergence of new and emerging technologies and the implementation of different scenarios factors increases the number of bricks, which may be a dangerous process, which increases the linear, and in the degree proportional to the length of the dangerous chain.


It can therefore be assumed that the sign of approaching global catastrophe may be an increase in the number unrelated to each other disasters and hazardous processes, each of which will be completed relatively smoothly. (But it is not mandatory sign: disaster may come quite suddenly and, in addition, has a sign, as "calm before the storm", confirmed by the example of earthquakes, when the system ceases to extradite disruptions during the unexpectedly big time. said, "very quiet "parameter is also a leap. Jumps can be not only to the deterioration, but also in the sudden improvement. example, sometimes patients feel better before death, and the stock market rising to the recession.) The economy is a sign of a coming recession controversy parameters that indicates that the system is emerging from a normal and predictable mode of operation. And perhaps that emerged from the managed system of the state, but still within its parameters, the so-aircraft lost control, yet some time flies in the air corridor. 

The state of unpredictability and variability, prior to the crash, and, in particular, reflected in the spike parameters, is the growing state of chaos (ie sverhslozhnogo mnogoparametricheskogo state), in which individual circumstances may determine its future. The emergence of such a state in the world, it would be a dangerous signal, but so far I do not see it. The Historical example of this condition can be described as a sharp increase in natural and industrial accidents prior to the collapse of the USSR (Chernobyl, "SS", Spitak, the explosion of gas with two trains), which is then extended to social manifestations (Karabakh, Sumgait, Fergana Valley). 

The transition process from one catastrophe to another level. 

As the fire can spread with the wiring on the curtains, with curtains on the air and then on the roof, and then back down, and global catastrophic process can change their nature, with each shift usilivayas and accelerated. I have already spoken about this in the article on the causes of global underestimating risks. But there has been an emphasis on the fact that we can not assume such a development scenario, as the transition from one genre to another. Here I am pointing at it as a major feature of the general catastrophic scenarios. It relates to the sustainability of the catastrophic process, which was described above. For example, when Titanic disaster changed the nature of disaster several times: Facing Panic-point-in-water drowning. In the fall it will be a small asteroid: explosion - tsunami-epidemic-the economic downturn. With each subsequent phase of relatively independent of the previous one. 

Scheme scenarios. 

While we can not establish a specific scenario of global disaster because so many possible options, and our limited knowledge, we can take the help of second-order scenarios that describe the general pattern of how the back-to-back with each other factors scenarios. An example of this scenario is a second-order "confrontation" sword and shield. Or the overall status of chess-party to debut endings. 

A lack of resources, new technologies war-unexpected results-dissemination technology. 

An example of this pattern was the war of Japan and the United States during the Second World War. Japan began a war to seize oil fields in Indonesia, which was impossible without war with the United States and Britain, because the sources had no liquid fossil fuels. The war has caused the parties to a far greater damage than the mere shortage of fuel. But even more significant in terms of risk factor was that the war strongly accelerated arms race in the two countries. And while the Japanese have advanced significantly in the creation and testing of fleas infected with plague, the Americans have achieved success with the atomic bomb. Atomic bomb created a far greater risk of casualties is much larger than itself brought the Second World War. 

Unexpected result of the atomic bombs became the possibility of establishing a hydrogen bomb, and especially kobaltovoy sverhbomby, dirt entire continents. That is, technology has given much more than it needed at the beginning. (A similar situation was and to the development of missiles and computers, after initial difficulties have been overcome, so this is a legitimate outcome.) Finally, it is legitimate to look that atomic weapons gradually but inexorably became available on the planet. Another legitimate outcome was that nuclear weapons have become konvergirovatsya with other advanced technology of its time-rocketing and computer technologies, creating intercontinental missiles. 

Global Risks third kind. 

Global Risk third type we call any events that accelerate or slow down the progress of, or change the order of development sverhtehnology on Earth, and thus have an indirect but decisive influence on possible scenarios for global catastrophe. Here can be found the following relationship between the magnitude of the disaster and their different impact on the development and sequencing technologies. 

1. Any major accident or disaster could slow the development of technology. For example, the economic crisis will stop work on the accelerator, thereby reducing the chances for the establishment of "black hole". Reduced allocation of money for bio-and II studies, but they affected to a lesser extent. 

2. Formidable, but not the final stop disaster nearly all studies, even if the number of people survive. 

3. Any serious accident resulting in increased security measures and the reduction projects in its area. 

4. Military conflict will lead to an arms race and increase the number of research. Destinations prospective studies will be chosen, taking into account the views of some key people. For example, in Russia today kicked off a military program on nanotechnology. This would not happen if those who make the decisions and their advisers would never have heard about nanotechnology. USA's nuclear program is not started, would not Einstein letter. On the other hand, the universal II as the absolute weapons now overlooked authorities, as far as is known. But it forever will not continue. As soon as the authorities realize that private laboratories, creating a strong II may have strengths for global rebellion - they priberut their hands of. Accordingly, proslyshav that authorities in one country to have made a strong bid II, and other countries can do so, as well as individual organizations and large firms may begin their projects. But the destruction of information connectivity can push all of the science II ago. 

5. The mere invention is not even a very strong will allow II dramatically accelerate progress in other areas. In addition, any fundamental discovery could change the balance of power. 

So, certain events may or severely reduce the level of research in the world, making cheaper projects will receive priority over expensive, or dramatically accelerate them. On the contrary, the destruction of information connectivity NMD cheap projects based on available information from the Internet, and will not stop the expensive projects that implement finished details, such as the creation kobaltovoy superbomby. 

Moore's Law. 

Moore's Law, in a narrow sense is called exponential growth in the number of transistors on the chip. In the broadest sense, it is meant exponential enhancement of different technologies over time. The future of Moore's Law-will it work all the XXI century or longer at some point, is the determinant of what will XXI century history and its risks. 

In fact, it is accelerating, which describes how Moore's Law is not exponential, and the more steep. This issue has been repeatedly examined, for example, in the book Ray Kurtsveylya "accelerate" Results Act ( 'The law of acceleration returns'). Proof of this is that, first, the speed of doubling the number of transistors on the chip gradually, though not uniformly, increasing (ie, the doubling period is reduced). If extrapolated Moore's Law in the past, he would have had a starting point in the middle of the twentieth century. But the components of electronic circuits developed in the past. It is anticipated that in the early twentieth century, Moore's Law (if it is extrapolated to the progress of electronic circuits then), the doubling period was approximately three years. 

Second, not only increases the number of transistors on the chip, but also the number of computers in the world is growing exponentially. Therefore, the sum of affordable computing power grows exponentially as from exhibitors. 

Third, increasing the connectivity of computers with each other, turning them into a single computer. As a result, if we are to the top 80 were the order of a million computers in order megahertz frequencies, but now we have a billion computers in order gigahertz frequencies, linked by the Internet. This means that the aggregate computing power for 25 years, has grown not only in a million times quantitatively, but qualitatively and immeasurable ways. 

Since a similar pattern is not just about chips, but also the hard disks of computers, and read DNA and a number of other technologies, it is understandable that Moore's Law was not a feature of the production of chips, but with a universal pattern in the development of new technologies. 

Another way to understand what is the law of Moore, is to imagine that we were in 19 century drawing from a computer or machine guns, and understand what it is we do not have enough to make the drive. In the first place, we will miss materials, parts and precision processing. (Secondly, there must be very principled idea of what you want to do is the actual drawing.) Accordingly, progress is in the growth range and cheaper materials with specific properties and processing technologies. So the growth of technological advancement is the emergence of new ideas, the growth in output (cheaper), and, surprisingly, chemistry. And now the main technological committed to opening the border in biochemistry, nanotechnology, semiconductor physics, and more c. 

At the time, Moore's Law has seen sort of space-from the first satellite to the moon before boarding occurred exponential growth success, which gave grounds for forecasts on flights to the stars to the top 21 century. But instead of the space has reached a saturation, and even to roll back on some items, like flights to the Moon. This happened because the space has evolved as culture microorganisms in the Petri dish-ie grew exponentially until uperlas to their natural limits. Natural limits of the space became possible chemical rockets (and their price). While the space evolved, the Jet Propulsion price and production of missiles is not developed. In the field of semiconductors and a number of other technologies occurred on the contrary-every success in their establishment allows faster and cheaper to develop newer versions. 

The production of silicon chips Moore's Law also must sooner or later reach a certain physical limit. But if Moore to take the law in more general terms, it means the law samouslozhneniya structures. And we have seen this samouslozhnenie committed qualitative leap from the exponential growth in one area to another, each time in a much more rapid development of parameters from single cell to many, from Neolithic to the slave strictly from electron tubes to transistors, from microchips to - perhaps - quantum computers. (I do not mention here the full conversation accelerate development phases, I note only that each parameter conversion gave acceleration of growth in more than once.) That means that events such as the passage from one to the other exhibitors, more cool (and apparently was not competitive profits jump at least cool exhibitor Development), are more important than even the exponential growth of such crossings. And every time such conversions are related to qualitative leaps, with the opening of a new optimization method, a new way of thinking "fast" (in other words, more rapid discoveries with artificial intelligence algorithms than simple perebor). For example, the transition to sex for reproduction has been more rapid evolution of the opening mode selection and the creation of effective modes. Going to transcribe more-powerful way to obtain the knowledge of the surrounding world than oral transmission. Scientific method is a more powerful way of learning about the world than the trust dates back to Antiquity. Establishment of a system of venture capital firms that are developing and selling new technology, faster way than the work of individual design offices and izobretateley-odinochek. (See for example: I. Azarov. 

Venture capital dollars in the electronics industry. 

http://www.electronics.ru/issue/1998/1/17). 

Probably should focus on how to develop new technologies arranged in a modern society, and maintains that the current rate of growth technologies. It has the following parts: 

1) continuous generation and the patenting of all ideas. 

2) the creation of individual laboratories under each idea, which has at least very little chance of success (venture capital firms). 

3) continuous flow of information between all stakeholders, both by the open publications, and through trade patents and licenses. 

4) the smooth implementation mechanism of any new products. 

5) Purchase "brains" - people - their skills for specific projects. 

This system, like all previous ones, a spontaneous - that is, by simply selecting between different systems optimization. (Maybe with elements of fusion, in the spirit of sexual selection.) Accordingly, it can be assumed that the transition to the next system optimization will be linked to movement, so to speak, at meta-optimizatsii, ie optimizing processes optimization. 

An obvious feature of today's system is that it focuses not lyudey-izobretateley around, as in the 19 st century, Edison, Tesla, and the exhaust conveyer production and commercialization of ideas, in which the identity of the individual not printsipialna. From the obvious vulnerability of the modern "Moore's Law" to economic shocks: for his work requires a broad front of a host of companies supported by a continuing inflow of capital. 

Accordingly, in the future, Moore's synthesis law, in other words, accelerate the evolution of the law, or waiting for the collapse, or shift to more rapid development stage. Because you can not make people change the cell phone 10 times a year, it is likely that the engine for the next leap will be non-market (but competitive) mechanisms, such as the arms race. 

In other words, Moore's Law is a product of the modern economy, and risks to the economy are risks to Moore's Law, and therefore, a global risk-third kind. "Moore's Law" in the broad sense are vulnerable to the integrity and cohesion of society. To an enormous amount of technology would continue to grow exponentially under the curve, it is necessary to the simultaneous operation of thousands of laboratories, the strongest economy and qualitative information connectivity. Accordingly, even a powerful world economic crisis could undermine it. An example of that event may be the disintegration of the USSR, which collapsed in the science - and once struck even more if it were not for the influx of ideas from the west, the demand for energy products, importing computers, the Internet, travel abroad and the Soros Foundation. Scary imagine how otkatilas back to science, if the Soviet Union was the only state in the world and broke down.
It is understandable that "Moore's Law" could be supported within a few individual superpowers, with a full set of key technologies, but it is possible that some of the key technology has become truly unique in the world. And, of course, a small state, even European, will not be able to sustain the pace of scientific development at the current level, if left alone. Because of this we must be aware of the vulnerability of Moore's Law at the present stage. However, the establishment II, bio and nano technologies drastically reduce the amount of space required for the entire "production". The demise of Moore's law would not mean the end of all research. The development of certain types of biological weapons, II, sverhbomb individual efforts can continue laboratories. However, without the global information exchange, this will slow down the process considerably. The demise of Moore's Law, or make it impossible to delay the emergence of sophisticated high-technology products, such as nanoroboty, lunar exploration and loading brain to the computer, but bring to mind relatively simple projects continue. 

Ways to prevent global risks. 

It is clear that if we find out that there are a few simple, clear and reliable ways to confront global catastrophes, we have significantly improved their security, and a number of global risk cease to threaten us. On the contrary, if it turns out that all predlagayuschihsya protection measures have flaws that make them ineffective at best and, at worst, simply dangerous, we need to invent something radically new. As we now present, the system of protection at every stage of development of the global risk-must carry out the following functions: 

• Monitoring. 

• An analysis of the information and make a decision. 

• The destruction of the source of the threat. 

The strategy is well established in exploration, counter-terrorism and military affairs. Another strategy involves the flight of the source of the threat (space settlements, bunkers). Obviously, this second strategy is to be applied in case of failure of the first. 

The overall concept of predotvratimosti global risks. 

Global Risks vary in the extent to which they might prevent. For example, it is feasible to ban a class of dangerous experiments on the accelerator, if the scientific community come to the conclusion that these experiments pose a risk. As the world's only a few large accelerators, which are administered fairly openly, and because the scientists themselves unwilling disaster, and do not have any benefits from it, it seems very simple to cancel experiments. In fact, it needs only to understand their risks. That is the maximum prevented the risk is the risk that: 

1) easy to predict 

2) Foresight which easily reaches the scientific consensus. 

3) One of recognition which is enough to abandon the action leading to this risk. 

Last connected to the fact that: 

A) Hazardous processes are created only by people. 

B) They openly created in a small number of well-known places. 

B) People are not waiting any benefit from these processes. 

D) Hazardous processes predictable as to the time of its inception, and in the course of development. 

D) Hazardous objects and processes easily identifiable. That is, we easily, quickly and surely learn that started something dangerous situation, and we appreciate the degree of danger. 

E) We have enough time because of the process to develop and adopt appropriate measures. 

Accordingly, the risks are difficult to prevent, characterized by the fact that: 

1) They are difficult to predict, even on hard to their ability. (Even assuming that there is a risk in SETI, it is difficult.) 

2) Even if someone is aware of this risk, it is extremely difficult to convince him that anyone else in the (examples: difficulties with the knowledge and SETI II as a source of risk, the difficulty of proof DA). 

3) Even if the public is reached agreement that it is indeed dangerous, it does not cause the people to voluntarily give up this source of risk. (Examples: nuclear weapons.) 

Last due to the fact that: 

A) Sources of risk are available large numbers of people, and that is people - unknown (can be put on all accounting yaderschikov physicists, but not hakerov-samouchek). 

B) The sources of risk are unknown location, and / or easy to conceal (biolaboratorii). 

B) The risks are created independent of human natural factors, or as a result of human action and interaction of natural factors. 

D) Source danger promises not only the risks and benefits, in particular, is a weapon. 

D) The time of the start of an emergency unpredictable, as well as the way it will evolve. 

E) The dangerous situation is difficult to identify as such, it requires a lot of time, and contains an element of uncertainty. (For example, it is difficult to determine what sort of new bacteria is dangerous, as long as it does not infect anyone, and yet the epidemic did not spread enough to understand that this is an epidemic.) 

E) The dangerous process of developing faster than we can adequately respond to it. 

Predotvratimost some risks, however, should not mean that they should be dismissed from the account, as it does not necessarily mean that the risk will ultimately be prevented. For example, asteroidnaya danger is among the easily preventable risks, but the real protivoasteroidnoy (and, more importantly, protivokometnoy - comet is on a steep orbit, and often are new comet) protection system we have now does not. And yet it's not, "predotvratimost" remains purely hypothetical because we do not know how effective and safe future protection will be, whether it will have and when. 

Active Shields. 

As a means of preventing the global risks to create all sorts of active boards. Scutum is a means to control and influence on the source of risk across the globe. In fact, this is analogous to the immune system on a global scale. The most obvious example is the idea of creating a global system of missile defense. 

Activity boards means that they can relatively autonomously react to any irritants, which is being held under the definition of the threat. This shield is fully covers the protected surface, that is Earth. It is clear that the standalone Shield dangerous uncontrolled behavior, and is managed by an absolute weapon in the hands of the person who manages it. As we know from discussions on the Special Olympics, even if the shield is fully active defensive weapon, he still gives the advantage in attack for the secure side, so how can it not to fear retribution. 

Comparison of active boards with human immune system, as the ideal form of protection, incorrectly, because the immune system neidealna. It provides a statistical survival of species by the fact that individuals live long enough, on average, but it does not ensure the survival of unlimited individual. Anyone repeatedly infected with contagious diseases lifetime, and many of them are dying. To find any human disease, which will kill him. In addition, the immune system works well when exactly knows the pathogen. If she does not know him, it will take time to assume he has not good to show, and another time for the immune system has evolved a response against it. The same happens with computer antivirus, which are also active shield: although they provide sustainable livelihood of all computers, each computer is occasionally still infected with the virus, and data was lost. In addition, anti-virus does not protect against a new virus is not receive a renewal, but this time a new virus manage to infect a number of computers. If it was a gray mucus, we would understand that this gray Mucus only after it has spread. However, there are immune systems operating on the principle: everything is forbidden that is not allowed, but they can also deceive. 

In other words, the immune system is good when there is a duplication of powerful core system. We do not yet have the possibility of duplication of Earth and space settlements faced with a number of conceptual difficulties (see chapter on them). In addition, all immune systems are false actuation, which manifests itself in avtoimmunnyh diseases, such as allergies and diabetes, which have a significant contribution to human mortality, in the order of magnitude comparable to the contribution of cancer and infectious diseases. If the immune system is too rigid, it creates avtoimmunnye disease, and if it is too soft-misses some danger. Because the immune system covers the entire site is protected, the withdrawal of a threat of an entire facility (there was a principle factor in the spread of dangerous destruction). 

Accordingly, the widely debated ideas and BioSchita NanoSchita. The boards mean spraying across the surface of the Earth thousand trillion control devices capable of quickly checking any agents to the danger and quickly destroy dangerous. Also refers to the switchboards further tighten controls on the Internet. But already the example of a global ABM seen any significant problems billboards. 

1. They painfully behind source for the time of the threat. 

2. They must act immediately throughout the Earth, without exception. What tochechnee threat, it must be denser shield. 

3. They have already caused serious political differences. Because if not shield covers the entire surface of the Earth, it may create a situation of strategic instability, such as the national missile defense system creates a temptation to strike first - and the fear that for those who have none. 

4. Any shield created on the basis of an even more advanced technology that might endanger their level. 

5. The panel can be a source of global risk in itself, if he starts something avtoimmunnaya "reaction", that is, it would destroy what was supposed to protect. Or if the management of the shield would be lost, and he will begin to defend themselves against their masters. 

6. The panel may not be totally reliable - that is the success of its actuation is probabilistic in nature. And then, in the case of a continuing global threat issue its probability is only a matter of time. 

7. The panel should have centralized management, but the autonomy of the field for rapid response. 

For example, antiasteroidny Shield will create many new challenges to human security. First, it will give a precise management technology asteroid, which is at the expense of small impacts may send a huge mass of the Earth, and secretly, in the spirit of kriptovoyny. Secondly, it is such a shield could be used to attack on Earth. For instance, if a high orbit will hang 50 pieces gigatonnyh bombs ready for the team attempting anywhere in the solar system, I will not feel more secure. 

Thirdly, the movement of all asteroids for billions of years synchronous well, and any violation of this balance may result in the asteroid will be the same constant threat, regularly passing near the Earth. This will be particularly dangerous if humanity after this intervention at backward predtehnologichesky level. 

Turn attention to the fact that every dangerous technology can be a means of preventing its own: 

• Missiles get through ABM missiles. 

• On the ground the production of nuclear weapons is the nuclear strikes. 

• II controls the entire world that never have created the wrong II. 

• Biosensors prevent spread of biological weapons. 

• Nanoschit protects against nanorobotov. 

Most boards do something exactly opposite to why they were created. For example, there is a view (Bellone) that the treaty on the Non-Proliferation of Nuclear Weapons bad copes with a black market, but with a good spread of the peaceful atom (ie construction in all countries that so wish, research nuclear reactors), which actually provided dual-use technology . Perverse doors, which protect the aircraft cabins after the attacks of September 11, would not have to infiltrate terrorists into the cabin, but if they do there will be (for example, because the terrorist-pilot himself), the passengers and styuardy not be able to prevent them. If there is a flight management system from the ground, it appears the chance to seize an aircraft by using this system, and on the radio. 

Existing and future boards: 

Here I present a brief, but as far as possible the full list of boards that may arise in the future. 

1) global missile defense system. He suffers from political and technological problems, is ready just in the infancy stage. 

2) the IAEA. Works but with the disruptions. Missed several military nuclear programs. 

3) global fight against drugs. Located in equilibrium with its problem-constrained, to some extent, but no more. 

4) Oruellovsky control. Control system for everyone using video chips for identification, tracking of the Internet, interception of telephone conversations. So technically achievable, deployed only a few per cent of what could be, but actively developed. Problems with legitimacy, internatsionalnostyu, blind zones hackers. In theory can become the foundation for all other control systems, as well as possibly enough to prevent the abusive behavior that does not appear dangerous bio, nano devices and II. Next, we discuss the shortcomings of the system in more detail. 

5) Mind- control. The system involves putting in some brain control chips. This may not be as hard as you think, if we find a group of cells, which are projected internal dialogue and emotional state. Something like this is now detector lies. Such pieces solve the problem even spontaneous crimes, like sudden aggression. On the other hand, the potential for abuse of such technology - is unlimited. If using such a system can be managed by people, the wrong team is sufficient to kill all of humanity. On the other hand, it will not give absolute protection, as it can break, or because some disaster did not occur on bad intent, but from thoughtlessness. 

6) Antiasteroidnaya protection. A surveillance, but the lack of funds has not been formally drafted interception. (But Deep Impact probe was used to clash with the asteroid.) 

7) BioSchit. There are at the level of intelligence and international control agreements. There are recommendations for safe construction. 

8) Nanoschit. In preliminary discussions. There are recommendations for safe construction. 

9) II-schit. Protection from creating a hostile II. Nothing was unaware of such work. There are recommendations for safe construction. 

The sequence of actions boards at various levels. 

The first level is the maintenance of peace in conscious, a peace-loving, balanced and in a position to prepare for the remaining work at all levels. At this level, important open debate, fund-raising, advocacy, education and investment. 

The second is in direct control of dangerous people and systems, so that the global situation is not no risk can arise. At this level, the IAEA oruellovsky control, etc. 

Third-in quelling the danger created with the help of rockets, etc. antinanorobtov. This level of ABM systems. 

Fourth-in the evacuation from the ground or zakuporivanii in bunkers. 

Saving the world balance. 

Eric Drexler describes the problem as follows: "In the mid search path, we could try to find a balance, based on a balance of technologies. This seems to enhance the situation, which maintained some measure of peaceful coexistence for more than four decades. But the key word here is "probably": succeeding breakthroughs will be too rapid and destabilizing to the old balance may continue to exist. In the past, the country could experience a technology gap for a few years and still maintain a rough military balance. However, with rapid and advanced replikatorami II, on a single day delay could be fatal. " ( "Digging building", chapter 12.) 

That is evolving faster than technology, the less likely they will be in the balance. Willful violation of the balance too dangerous: an attempt to one of the countries explicitly take into isolation on military sverhtehnologiyam could provoke aggression on its enemies in a "threat of attack with the loss of benefits". 

Control system. 

Any protection of the global risk based on some controls. The more dangerous than the risk and in more places he can be, so totalnee and efficiently should be a system of control. An example of a modern system of control is the IAEA. Shields also can be a system of control or contain it as a part. On the other hand, boards can operate autonomously and locally, as the immune system, a control system includes data in a single center.

The final version of this would be oruellovskoe State where torchalo from every angle on a video camera, or chips would be installed in every human brain, let alone computers. Alas, regarding the video is already nearly sold option. And in homes is technically possible to implement at any time, wherever you have a permanent Internet and computers. Question rather than in the observation, and especially in the transfer and the analysis of these data. Without assistance II difficult for us to check all this information. Attractive looks system of mutual accountability and civilian vigilantes, where through absolute transparency everybody can monitor everyone, but for their potential remains unclear. 

Problems: 

- To be effective, such a system should cover the entire Earth ball, without exception. This is not possible without some form of a single authority. 

- Any control system-so you can deceive truly effective system of control should be multiplied surprise. 

- Few watch all, it is necessary to analyze all this information in real time, which is impossible without the II or totalitarian state apparatus. Moreover, the top will not be able to control itself, it will need to have a system of accountability or reverse its people, "or the internal security service." 

- Such a system would be contrary ideas of democracy and freedom that have emerged in the twentieth century, and cause up to the fierce resistance of terrorism. Such a system would totally control temptation to apply it not only against global risk, but also against any kind of "offenses", until the occurrence of nepolitkorrektnoy talking and listening to unlicensed music. 

- Those who are in control, should have a full and clear picture of all global risks. If this will be only the biological risks, but not the creation II and dangerous physical experiments, the system is defective. It is very difficult to distinguish a dangerous biological experiments from the safe, in all cases, used DNA sekvensory and experiments on mice. And without reading thoughts not catch scientist that he conceived. A random from dangerous experiments, the system did not protect. 

- Because this system is already "arrived" anywhere in the world, it makes it easy for any weapons, affects every individual. In other words, the seizure of power total control over the system will give authority over all people, and make it easier to do with anything, including causing them harm. For example, you can send out mail some medicine and verify that all of his adopted. Those who refused, the arrest. 

Conclusions: total control system seems most visible confrontation global risks. However, it contains a number of pitfalls that can make it themselves in the global risk factor. In addition, the total control system implies a totalitarian state, which, having been provided with the means of production in the form of robots, people need to lose as such. 

Conscious stop technological progress. 

There are different options for the implementation of this attempt to stop, all of whom are working or not, or contain pitfalls: 

1. Personal failure to develop new technologies, nor that virtually no influence. 

2. Agitation, education, social action or terrorism as a way to persuade other people to give up development of dangerous technology. Never worked. As Yudkovski writes: Any strategy that involves unanimous behavior is doomed to failure. 

3. Refusal to a precise location, for example, one country, but this does not prevent the rest of the country continue, that is zero effectiveness. 

4. World agreement. The example of the IAEA, we know how bad it works. 

5. The conquest of the world by force, which will be able to manage the development of technology. But in the process, the chances of winning are great use of weapons ship days those nuclear powers, which as a result will lose sovereignty. In addition, Drekslera words: "Next, the victorious strength would be the main technological force itself with a strong military force and the willingness to use it demonstriruyuscheysya. Can I trust in this case, such a force that it suppressed its own progress? "(Ibid) 

Funding preventive strike. 

Few have total control over the system, you must have the capacity to prevent risks. Now usually seen as a last resort missile strike forces as the point source of risk. 

Here there is a curious contradiction to the program of building bunkers for survival - if such secret bunker and will be invincible, they will be difficult to destroy. Moreover, they should contain a fully equipped laboratories and scientists in the event of disaster. It is therefore possible that a "sverhoruzhie" will be set up in a bunker. People who are already in the bunker invincible, can be more psychologically inclined to the establishment of excess weapons for attacks on the surface. 

However blow to the point of not acting against systemic crisis, or to the threat of some kind of information. Computer virus not cure nuclear blow. They also relates to the attachment of people sverhnarkotiku. Further, the possible strike until a risk not resigned from the point. If a recipe supervirusa outflow to the Internet, not back his fish. Already, the modern military machine powerless against network threats, like terrorist networks that enable metastasizes throughout the world. 

Similarly, in the future, a computer virus is not just a threat to an information data on the disk: it could force factories around the world to make their copies of the material, and through them again to leave the network. 

Finally, blow himself (or even the possibility of it) creates a situation of strategic instability. For example, now blow ballistic missiles with conventional warheads to terrorists may cause actuation system on the prevention of missile likely opponent and lead to war. 

Finally, the strike takes time. That time must be less than the time of detection of the threat of development by the time it expected maturation. This is the time of detection to strike anywhere on Earth less than 2 hours, and can be reduced to minutes with the help of satellite weapons. (However, the timing of the decision more.) If the adoption of a decision on writing code until it is a dangerous virus could launch took place only 15 minutes, a speed that would not be enough. 

The situation changed fundamentally since the founding of space colonies (even purely robotic-there may also fail to make the colony in the "cancer" - that is prone to samorazmnozheniyu and unrestricted dissemination of "toxins" - dangerous nanorobotov, sverhbomb and others). Over time, as long as a signal of the danger will be, say, a satellite of Jupiter to Earth, and then from there priletit Earth "fleet" (say, missiles with nuclear warheads and military nanorobotami) sanitizing procedures (burn everything), it will be too late. Of course, you can keep the "fleet" of each satellite in orbit, where there is liable to samorazmnozheniyu colony, but that if it happens rebellion at the fleet? Then needed fleet, which controls the other fleets, and flies between satellites. And then another interplanetary fleet to control them. In short, the situation does not look strategically stable because, as we know, "seven eyes without spoiling the child" - that is above a certain level control system are beginning to interfere with each other. Perhaps the inability to control the remote colony resulted in the benefit of civilization close to the parent planet. 

Removing sources of risk over large distances from the Earth. 

Researcher invites all dangerous Golota physical conduct experiments for the "orbiting Pluto." 

Problems: 

- If we get in the hands of the technical means to create powerful pilot plants far from the Earth, we will be able to quickly deliver the results back. 

"It will not be able to stop some of the similar experiments on Earth, especially if they are simple. 

"It does not protect us from creating dangerous II strong as it can spread information. 

Even for orbiting Pluto may be dangerous experiments, which will affect the Earth. 

The survival in nature, the creation of remote settlements. 

This is unlikely to help in the case of truly global catastrophe, as it should affect the whole surface of the earth (if something unreasonable agent), or find all people (if reasonable agent). Remote settlement vulnerable, and to the first and second-unless the armed secret base, but then this is taking place, rather, under Count "bunkers". 

When it comes to survival after a very big disaster, it is worth recalling the experience requisitioning of farm produce and collective farms in Russia, and indeed any feudal society is a city force dominates the village, and selects its surplus. In the case of systemic crisis will provide the primary danger to other people. Nedarom fantastic in the novel "2033" is the main patron of coins Kalashnikov. And until the cartridges will be more than the peasants will be advantageous to loot, not to grow. It is also possible to complete dissolution of nature in the spirit Maugli. But it is unlikely that both will be able to go through something serious. 

The creation of a dossier on global risks and increase public awareness. 

Publication of books and articles on the topic of global risk has led to increased awareness of the problem in society and a more accurate list of global risks. The interdisciplinary approach allows you to compare different risks, and consider the possibility of their complex interaction. 

Problems: 

- not clear to whom it was addressed any of this kind texts 

- terrorists, rogue countries and the regular army can take ideas on the establishment of global risks from published, resulting in increased risk to a greater extent than to prevent them. 

- improper and premature investment can lead to frustration in dealing with risk - just when it is actually needed. 

Shelters and bunkers. 

Individual stand-alone asylum there may be dozens of years, but what it avtonomnee and dolgovremennee, the more effort you need to prepare them in advance. Shelters should ensure the ability of humankind to further samovosproizvodstvu. Therefore, they must not only contain a sufficient number of people capable of reproduction, but also the stock of technology, which will survive and reproduce in the territory, scheduled obzhivat after leaving asylum. The more difficult it will be contaminated with the territory, the greater the level of technology will be needed to secure survival. (At Noah ark is a "stock for each pair creation.") 

Huge bunkers will be able to continue the development of technology inside them and after a disaster. However, in this case it will be vulnerable to the same risks, and that all the Earth's civilization, it may appear their domestic terrorists, II, nanoroboty, leaks and tons of bunker e. If not will be able to continue the development of technology itself, it rather doomed to degradation. 

Further, the bunker may or "civilization", that is, to maintain the majority of cultural and technological achievements of civilization, "or" the species, that is only to maintain human life. Before long bunker a problem of education and upbringing of children and risk of degradation. Bunker or may live from the resources accumulated before the disaster, or become self-production, then it will simply contaminated underground civilization on the planet. 

What is more autonomous bunker culturally and technically, so there should be more people live (on the basis of modern technology-bunker on the basis of advanced nanotechnology could even do deserted, with only frozen cells). To ensure simple reproduction by learning basic human skills needed by thousands of people. These people should be selected and placed in a bunker before the final catastrophe, preferably on a continuous basis. However, it is unlikely that thousands of physically and intellectually excellent people want to sit in the bunker just in case. In this case, they may be in a bunker in two or three shifts, and get a salary. (now under experiment Mars 500, where 6 people will be located in the fully autonomous on-water, food, air-space of 500 days. probably is the best result that we now have.) 

Bunker or may be the only one or one of many. In the first case, it is vulnerable to a variety of randomness, and the second of a possible fight between the different bunkers in the remaining resources from the outside. Or the continuation of the war, if there was a disaster in the war. Bunker is likely to be or underground, or sea or space. This, too, could be a space in the ground zaglublen asteroids or the Moon. For space bunker will be difficult to navigate the remnants of resources on Earth. Bunker can be completely isolated, or allow "tours" in a hostile external environment. 

An example is the atomic bunker sea submarine, which has a high opacity, autonomy, maneuverability and resistance to negative influences. Furthermore, it can easily cooled in the ocean (cooling problem confined underground bunkers is not easy), extract from the water, oxygen and even food. In addition, there are already finished boats and technical solutions. The boat is able to withstand a shock and radiative forcing. But resource autonomous navigation of modern submarines is at best a year, and they have no place to store stocks. 

Modern space station ISS could proderzhat several people around the year, although the problems faced autonomous landing and adaptation. Not clear whether a dangerous agent, able to penetrate into all gaps on the ground, spread over such a short period of time. 

There is a difference between gas and bio asylum, which could be on the surface, but many are divided into sections for quarantine, and shelters, which are aimed at slightly reasonable shelter from the enemy (including those from other people who have no place dostalos asylum). If bioopasnosti with stringent quarantine of the island can serve as a sanctuary, if the disease is not being moved by air. 

Bunker may have different vulnerability: for example, in the case of a biological threat, rather negligible penetration. Fully autonomous can only be a high-tech bunker. Bunker need energy and oxygen. This system can provide nuclear reactor, but the modern machines are unlikely to have more than 30-50 years of durability. Bunker may not be universal, it should protect against certain types of threats-known pre-radiological, biological and t e. 

What ukreplennee bunker, the fewer bunkers leave humanity from itself and the more difficult it would be to conceal such a bunker. If, after some sort of catastrophe is a finite number of bunkers, the location of which is known, then the secondary nuclear war may break with a finite number of humankind through the targeting of known sites. 

The larger bunker, the fewer such Humanity build bunkers. But any bunker is vulnerable to accidental contamination or destruction. Therefore, a finite number of bunkers with a certain probability of infection clearly defines the maximum time the survival of mankind. If bunkers linked trade exchange and other material, the more likely some sort of contagion spread between them. If the bunkers are not connected, they will deteriorate faster. The more powerful and more expensive bunker, the more difficult it quietly to establish probable opponent, and the sooner it will end, attacks. The cheaper bunker, the less he lived. 

There are bunkers random-people surviving in the underground, mines, submarines. They will suffer from a lack of central authority and control over resources. People istoschivshie resources in the same bunker, could be armed attempts to break into another bunker nearby. Also, people who survived by chance (or under threat looming catastrophe) may attack those who are locked in a bunker.
Silos will suffer from the need to exchange heat, energy, water and air to the external world. What avtonomnee bunker, the less he can prosuschestvovat in total isolation. Located deep in the ground bunkers would suffer from overheating. .) Any nuclear reactors and other sophisticated machines will require external cooling. External cooling water will demaskirovyvat them, but have no sources of energy in the form of heat loss is not possible, all the more so, the depth and always so high fever. The increase in temperature as penetration of the land restricts the depth limit bunkers. (Geotermichesky gradient averaging 30 degrees / kilometer. This means that the bunkers at a depth of more than 1 kilometer impossible - or require huge cooling plants on the surface, as the gold mines in South Africa. may be deeper bunkers in the ice of Antarctica.) 

What better bunker, which could create a civilization, so at a higher technological level, it is so large and has the means destruction, and therefore, the more powerful it needs a bunker. What better avtonomnee and bunker (eg equipped II, nanorobotami and Biotechnology), the easier it may in the end do without the people, creating a purely computerized civilization. 

Silos will compete for the first who will come to the surface, and who, consequently, will have its own, so they will be tempted to absorb more contaminated plots of land. 

There automatic robototizirovannye bunkers: their fetuses are stored in some artificial matkah and through hundreds or thousands of years to run. They can be sent to another trip to the planet. However, if these bunkers will be possible, the Earth is unlikely to remain empty-it will most likely settled robots. Moreover, if human calves brought up wolves, wolf finds himself, who would take a man brought up by robots? 

Cultural examples: Noah's ark, "Zion in the Matrix", a fortress at the time of the plague in "On E. Maske Red Death," in the bunker "Terminator". FallOut (a series of computer games), a novel Metro 2033 (http://www.metro.ru/) 

Conclusions: The idea of survival in bunkers contains many pitfalls that reduce its usefulness and the likelihood of success. Long-term need to build bunkers for many years, but they can fall over this time, because the situation will change is not known what was preparing. It may be that there are a number of powerful bunkers, which were built during the Cold War. But as powerful bunker, the more likely that it will put the weapons of retribution, and the more likely that it will end in the course of the war. 

Right now we probably have bunkers where people can sit autonomously year (and possibly several years in the nuclear military facilities). Limit advanced technical capabilities seen bunker some 30 years of autonomy, but it needs to be built ten years, and it will require billions. 

The villa facing information bunkers, which are intended to convey to potential survivors descendent of our knowledge, technology and achievements. For example, in Norway, on Svalbard established reserve samples of cereal seeds with those objectives. Possible options for preserving the genetic diversity of people using frozen semen. It discusses the sustainable long-term storage of digital media, such as CD-ROMs, on which vytravlen text, which can be read through a microscope. This knowledge can be critical in order not to repeat our mistakes. 

Rapid resettlement in space. 

There is a presumption that humanity survive if break into parts, which will be quickly zaselyat space separately. Then no effect carried out in one place, will not be able to catch up to all of humanity. Alas, there is no technological prerequisites for accelerated resettlement of humanity on outer space. As intelligent computer viruses can be transmitted at the speed of light on the network, the human race would have to resettle faster than the speed of light, that is impossible. 

All the better way would cost. 

This position on the prevention of global risk based on the belief in the innate resistance to the concept of systems and solve problems as they arrive. It contains a number of explicit and implicit assumptions and logical errors, in the spirit of "misunderstanding," proneset. A more advanced form of this position is the idea of solving problems as they become available. Indeed, that position and hold governments of different countries, which deal with problems only after they become apparent. If articulate that position, in the spirit of the United States military doctrine, it would read: analyzing and preventing all risks as they become available, we create a system for controlling the risk of each individual that makes a qualitative and quantitative predominance over each source of risk at every stage of its existence. 

However, in today's technological situation, we can not deal with the risks "as they become available" because we do not know where to look, and because the risks may become relevant sooner than we think about and gets them prepare for it. That is why the author of the book is trying to expand the horizon of the forecast, considering hypothetical and the likely technologies that do not already exist, but could be created, based on current trends. 

Degradation in the steady state. 

Some hoped that the risks of global disasters rassosutsya themselves are, as humanity, for lack of resources or degrading in previous disasters, such as the feudal society. Such degradation is difficult, because it has not yet been plundered all stocks remaining from civilization, and not spent all the weapons, there is no advantage to engage in primitive agriculture is so much easier to loot neighbors. Competition among survivors feudal societies will inevitably lead to the growth of new weapons and technologies, as it ideologically or suppressed, and a few hundred years, civilization will revert to the current level and therefore voskresit and all its problems. Or rather, even more degrading to primitive forms and die. Medieval not sustained. Therefore, the return to the Middle Ages will only delay but not a final decision. 

Preventing one disaster to another. 

Theoretically, the following examples of possible mutual neutralization of dangerous technologies and disasters: 

1. nuclear war stops the development of technology in general. 

2. Totalny II prevent bioterrorism. 

3. Bioterrorizm makes it impossible to develop II 

4. Nuclear Winter prevent global warming. 

The point is that major global catastrophe makes it impossible, jettisoning humanity for a few evolutionary steps back. This is possible, if we enter into a long period of high likelihood of major disasters, but the low probability of a global catastrophe. In a sense, with the second half of the twentieth century, we find ourselves in this period, but this did not deter us to come closer to the time before the creation of many global funds remained universal destruction, perhaps decades. 

It would in a sense "pleased" to prove theorems that global catastrophe is not possible, because it will not have to approach a very large catastrophe. But this is only the probability theorem, as some dangerous sverhtehnologii may appear at any time, especially II. 

Furthermore, any big accident (but less plunging back catastrophe) raises awareness of people with regard to risks. Although there is some bias as to what exactly is expected recurrence of a similar risk. 

Organizations responsible for disaster prevention. 

Definitely, we do not know who should deal with the prevention of global catastrophes. Worse, perhaps, there are many organizations and individuals willing to engage in this, because who objected to become the savior of the world? (However, a couple of years ago in the world there has never been a person who would be served precisely on the topic of preventing global catastrophe as an interdisciplinary problem, and receive a salary for that. now find someone at the institute Nika Bostroma there Lifeboat foundatation fund grants, there is a study E . Yudkovskogo. myself I spent almost a year clean time for translation and writing material for a global holocaust.) 

List the different genres of "functional" organization that would be responsible for preventing the risk of global catastrophe. 

1) "the UN". The heads of the world's governments jointly decide how to handle the risks. So now struggling with warming. Problems: All may not agree. As a result, the weakest and accepted a compromise solution. States are not willing to pay their power in the UN. 

2) "world government". The problems: it does not. Impossible its establishment without war, which itself is a global risk. It may not be neutral. From the perspective of many groups it would expression of other groups. It will, or weak, or totalitarian. Resistance to create a totalitarian government, the fight against the Resistance fraught with formidable attacks and creates new global risks. 

3) "special" - the CIA secretly oppose global risks. So fighting with the terrorists. Obstacles: secrecy leads to a loss of information. Competing services. The confusion of national and common interests, so as to serve their special State, not the people at all. 

4) "speech" or "Jedi". One secret private organization aims to oblagodetelstvovat all mankind. However, the interim stage is the creation of a possibly secret, a world government. The problems: competition rescue services (such as clandestine organizations can be much, and painting techniques and peace for all they have different), the need to move to item "world government". Rejection of plots in the society and its opposition to them by the special services. Mixing personal and shared goals. Even bin Laden thinks that it is his "world caliphate" will be the salvation of mankind mehanistichnogo selfish and West. Private group to build a strong II can also understand that to get into their own hands absolute weapons and plans to have his application for the seizure of power over the world. In any case, the secret society too often implies a planned phase "rebellion" - explicit or implicit setting of power and influence to the whole world, by direct entry or seizure. And, of course, here it is facing competition from other societies, as well as the resistance of society and special services. 

5) The open debate in society. Self responsible citizens. What is called in English Reciprocal accountability, mutual accountability, control actions when the services available to control those they supervise. Problems - power society is not great. And to be a body, which affect those discussions. Moreover, since even a small group of people is able to secretly endanger the existence, it simply is not enough track neighbors. At the moment, has formed a network of open public organizations studying the problem of global risk and funding research on prevention -. This Lifeboat Foundation, the Center for Nanotehnologiyam responsible, the Alliance for saving civilization, the SIAI. These organizations share links, resources and staff. On the other hand, the practical effect of various charitable foundations for a society very little. Much more money and attention to get funds, which deal with fewer problems than the salvation of mankind. In Russia charitable foundations compromised or suspected of having links with the Mafia, or with foreign intelligence. The best example of the impact on the rulers of society is reading books rulers. President Kennedy escaped the war in the Caribbean during the crisis, in large part because at that point enjoyed tinkering Barbara Takman book "August 1914" the beginning of the First World War, which shows how the war has started against the will and interests of the parties. Research K. Sagana and Moiseyev on the nuclear winter spurred perhaps USSR and the United States to disarm. Future presidents, in any case, are formed in some sort of cultural environment and are in the top gleaned ideas. Change in the average level of understanding, a knowledge background may well result in the rulers indirectly vpitayut some ideas. Indeed, not from the air there is a program for nanotechnology in Russia! Someone somewhere they have read and thought. 

6) Do not interfere with the system itself becomes. Perhaps the struggle between different "savior of the world" would be worse than total inactivity. However, it is impossible to realize such a strategy, as it requires the unanimous consent - which is never. Always there are few saviors of peace, and they will find out who among them Chief. 

The issue has not even been to become an organization that can and wants to prevent global risks, but to a society entirely delegated her authority, which seems much less likely. 

A positive example is that the human race has shown the ability to unite in the face of clear and understandable to all sorts of dangers and antifascist anti-terrorist coalition and effectively enough to act until the goal of a common and understandable. 

Risk assessment of global catastrophe in the world today. 

The problem of modeling scenarios for global catastrophe. 

To date, our description of the elements of a possible global catastrophe has reached a level of complexity that is beyond the ability of the human mind to the submission, and must be uttered prointegrirovat. Make it through, we describe several imaginary scenarios of global catastrophe. The meaning of these scenarios, not to give a specific forecast, but to cut to space capabilities, that is, to illustrate his device. In doing so, remember the words Bora (?), He heroic period of physics at the beginning of XX century: "It is not enough bezumna theory to be true." In other words, the fact that some scenarios look fantastic, does not make them impossible. 

Consider these scenarios also not as attempts to predict the future, but as trial balloons in which we investigate itself and its ability to create scenarios to assess. Note that the listing is not an attempt to compile a complete list, which would be many times longer. 

1. The world financial crisis, the collapse of peace to warring segments, the acceleration of the arms race, the widespread proliferation of nuclear weapons and biological weapons, the war of all against all, postapokalipticheskogo degradation in the world in which at each stage of degradation remains enough weapons from the previous phase to move to the next . Time for Action 2010-2030 years. 

2. Creating a universal biological machine and its wide distribution. It's like a personal bioprinter plus a software suite for him to create any living creatures. As a result, a sharp, very fast biohakrestva explosion, poisoning the whole environment poedayuschimi all bacteria and infecting most of the people from deadly diseases. Nuclear war as an attempt to sterilize surroundings. Again postapokaliptichesky world with unlimited mobility degradation, even stronger than in the previous version, as well as more dangerous weapons can be produced and created the latest remaining people. Time for Action 2010-2030 years. 

3. The sudden nuclear war, postapokaliptichesky world, and then increase global warming and make the Earth in "Venus". I- XXII twentieth century. 

4. The sudden emergence of a powerful samousilivayuschegosya II - that interrupt any of the preceding scenarios. Time for Action 2007-2040. This II finds that the original disability living cell and replaces them nanorobotov. Everyone connected to a source of unlimited bliss, and no longer comes to mind. 

5. It starts World War or confrontation, and the warring parties vbrasyvayut the territory of the enemy sverhnarkotika production laboratory. Through these biotechnology laboratories are distributed worldwide. The latest effort to stop biological attack, the government dropped out of the world's great efforts to develop systems II. These systems reach maturity almost simultaneously in several countries and enter into a fierce battle between the right to bear for the benefit of mankind. As a result, only a few people survive, which keeps on winning II Lunar station in artificial park, taking care of them in every way. 2010-2050 biennium. 

6. On Earth II wins because of its convenience and disseminates information about themselves on all sides in the universe. It opens mezhzvezdnye flights and faced with a much more mature competition II, long ago set up another civilization. This more mature II II and decimate our humanity. 2020-2100 biennium. 

7. The spread of the epidemic starts supervirusov biotechnology, which contribute to the fact that most countries decide to create a single system of control "Elder Sister", but some countries do not agree, and they have to be destroyed. As a result of the ensuing nuclear and biological warfare Earth's population has declined significantly, the Biosphere serious damaged, but "Elder Sister" was created. Because it all the time riots threaten people, it gradually restricts the activity of people at the same time increasing their ability to smoothly. Ultimately, it becomes a full-fledged samosovershenstvuyuschimsya II. 

8. Al-Qaeda provoking the collapse of Western civilization, and sets the worldwide caliphate. Survivors scientists create sverhbomby and undermine the entire world that he went to the "no" terrorists. 

9. Can build cheap and efficient production of robots. The following war survivors trap people in the bunkers. However, the war continues, and the bunkers around the destroyed nuclear strikes against each other. 

10. Computer virus infects all survivors in the world and the technology makes it to attack people. Of the remaining people fear destroy all remaining equipment. Survivors people live in tribes, but all of them are infected with AIDS and a few slow disease, and the whole environment is contaminated. Meanwhile, the rats mutate and become prey, smart and aggressive. People are dying and the younger rats Earth. However, they are incapable of abstract thinking and can not create new technology. Through millions of years they were dying from falling asteroid. 

11. The fall of a small asteroid would cause an accidental nuclear war, which would be the war of all against all. Survivors people chips, which followed more so priletit asteroid and provoke supervulkana eruption. 

12. One country is developing nanotechnology dangerous, and it is committed to preventive attack, but no trace of nanotechnology are not dangerous. Therefore, the fight against global risk declared a dangerous heresy. Then finally emerging nanotechnology dangerous. 

13. Several species of bacteria getting into the environment and make it unsuitable for the production of food and habitat. People hiding in the bunkers, but gradually degrade there. 

14. The totalitarian world government imposes virus happiness to all people that they are loved by God and happy life. Then revolution happening, and the new government decides to bestow the freedom of the people by introducing the virus of freedom to all. Meanwhile, the battle nanorobotov releasing terrorists, and had to create a world nanoimmunnuyu system. But someone penetrates to the center of this nanoimmunnoy management system and runs it avtoimmunnuyu reaction, and as a result it begins to fight with itself. Only a few people survive, but they are doomed to become a moron in the coming years due to an error in the virus of freedom. 

15. Humanity falls on ordinary people and sverhlyudey, reinforced by new technologies. These übermensch struggling with the ordinary people and have them for people not to believe. As a result, ordinary people are completely exterminated, and remains somewhat sverhlyudey who for a variety of reasons dying. 

16. As a result of the cold neutron experiments with a large number of them end up in the center of the Earth, and they trigger a chain reaction in uranium located there. There is a dramatic increase in volcanic activity, and technological civilization fails. Survivors live on the station on the moon, but gradually dying. 

17. People create access from the brain to a computer, and soon the majority of the human brain has infected by viruses, trojans and advertising programs. Another part of people running in virtual space forever. It starts with the struggle of these two classes of people. At the same time, people are inside this computer, and biological Bodies are mostly viruses and trojans. The team of scientists doing discovery on the quantum nature of consciousness and create universal access to any soznaniyam. Through its hostile channeled consciousness of a parallel world. The human identity completely lost. 

18. One country poses arms ship of the day, and soon the rest of his pose many. A group of terrorists provokes it. 

19. The group of one race produces ethnic weapon that destroys people with a different skin color. But some friends stand in the protection of color and produce similar weapons for whites. As the Globe has totally infected, accounting for the launching of a new bacterium, which disinfects the biosphere. However, universal distrust resulted in the same time making multiple bioschitov who come into conflict with each other. Their battle is destroying all life. Survivors people enter into a sect, agitiruyuschuyu for voluntary destruction of mankind, which natvorilo so much evil. They detonate atomic bombs in all bunkers, which of course the number and location unknown. 

20. One country has come to extract energy from the magma and prosverlila podzemlyu deep channel. This resulted in an uncontrolled volcano, and other countries declared war on it, that it had ceased experiments. In response, the first country creates an even more profound podzemlyu channel. There catastrophic degassing corners of the kernel, and the liquid from the center of the Earth comes to the surface. Life on Earth completely destroyed. 

In reviewing each proposed scenario shows that it is too fantastichen and something like a plot for the novel and somewhat incomplete, simply because there are many things and opportunities, which he does not speak. At the same planet could unfold several such scenarios. Again nonlinear possible interference between them. At the beginning of such a scenario could develop independently, but then when they get in space, it inevitably cross each other. 

The next defect in these scenarios - that they are written on behalf of someone who already knows the beginning and end, and understand exactly what is happening. While at the beginning of any sequence of events we do not know what it is completed, indeed, our understanding is often plays a key role in choosing the incorrect decisions. Finally, humanity is not yet Myers, it can not be argued that a script was irreversible, and after the extinction of a kind, it will approve. 

Further, not all of the processes taking place - apparently some talk about on every page of the newspaper, while others are understood then or at the time of its manifestations. For example, every day we hear about global warming, but before 11 September, we wrote "none terrorists have already approached the aircraft." Therefore, we can stay within a scenario, the notion of not having this. Accordingly, a terrorist group and does not know that another conceived. 

On the other hand, if we understand exactly what is happening exactly the scenario room H, we would probably not work it was to be avoided. Therefore, the main factor possible future scenario of global disaster will be "state of confusion", which will be manifested in intellectual razbrode process on the causes and how to overcome it and lead to a conflict between supporters of different ways. And any such conflict tantamount to shooting in powder cellar. 

The ability of one person to come scenario possible global catastrophe fundamentally limited to the brain and the familiar split design. An effective way of modeling scenarios are staff or role-playing games. For example, several years ago a number of leading fiction (Pereslegin, Latynina, Lukyanenko, and others) played in a game in the Emergencies Ministry headquarters on the possibility of an accident of electric networks in Moscow on grounds accident in New York. And the result obtained, similar to what happened then in fact in Moscow, in 2005. In the United States Yudkovski otygryval different behaviors Nedruzhestvennogo II model to role-plays GURPS. Finally, in the future, will help us in this simulation system II. 

Global catastrophe and the problem of faith. 

Global catastrophe belongs to the category of things invisible and neproveryaemyh and therefore goes into an area, which is usually defined faith. Here it is facing with other objects of faith. And each religion of its eschatology. However, the propensity for people to resort to even "antinauchnym" methods of struggle, when it comes to saving lives. You may recall that, when Stalin's Moscow aircraft flew over three times with the Kazan icon of the Mother of God to protect her from attack Germans of many rituals with the launch missiles at Baikonur, etc. 

The belief in the inevitability and positive end of the world was typical of early Christianity, but now the idea is unlikely to take literally. Faith Redeemer parish in the following embodiment of Buddha, Messiah, etc. are also available in different religions. Any idea that we already have immortality, radically altered the meaning and value perceptions of a global catastrophe. People in the era of the Middle Ages lived with the expectations Kontsa light, and it was for them an exemption. When there is immortality, it ceases to be a universal catastrophe-it deals only with some sort of part of the world, and therefore may even welcome. 

The villa in relation to the problem of global risks facing several disciplines that are trying to make a status science, but on the whole scientific community rejected. The precautionary principle leads us to take them into account. As we have said, any new discovery is changing the global picture of the risks and, most likely, in the aggravation. 

1. Ufology. Ufology The main question is whether the observed for at least kakimi-nibud incomprehensible phenomena in the sky something that requires some kind of a new scientific explanation. Alternatively, all such phenomena are associated with the erroneous perception, hallucinations, mystification and casual matches, as well as rare, but not requiring physical changes in the world picture of events like sprayty and other sophisticated forms of leakage current. It is not new in ufology necessarily would mean that UFOs are Alien spacecraft. There are many other assumptions: that the plasma forms of life, over time or travelers from parallel worlds, the residents of the submarine civilization, etc. (See article short Jacques Whale "Five arguments against extraterrestrial origin UFOs.") Of the many celestial been able to explain the phenomenon of natural causes, does not mean that we will ever be able to explain all of these developments. 

In any case, if it was open, that the UFOs is something fundamentally new, it hurts our chances of survival. First, if there is no reason UFOs, but simply set some new physical effects, it will give us some new space, where people can move, multiply it and influence it to Earth. Accordingly, it would allow the creation of new ways to ship weapons of the day. 

Secondly, even if UFOs is the Alien ships, it is difficult to expect them, that they will begin to save Earth's civilization, because before they did not prevent world wars. However, a clash with superior minds always disastrous to a weaker-and fraught with extinction or cultural dissolution. Think Australian Aborigines or Indians. 

2. Parapsychology. Parapsychology is also struggling for the fact that science and to prove that the object of her study there. In general, what it predicts a much less fantastic than the quantum properties of customers, which are elementary particles. Therefore, the best scientific justification attempts parapsihologicheskih phenomena, such as telepathy and foresight are based on the theory of quantum nature of consciousness. 

Let us imagine that parapsychology achieved its goals and find a way to easily demonstrate and implement such abilities as telepathy and prescient (One of the most interesting projects on the subject, Remote viewing Ingo Swan-evolved in the 80 th years in the United States, with the CIA, then were withdrawn for the state and widely published on the Web. possible that the denial of it was related to that have been found more effective technology-a remote perception can, so that they were recognized as useless.) Two options are possible here. The first is that some simple parapsihologicheskie scientific phenomenon received confirmation and become widely used in practice. The second option is that the opening will be made so far to change the whole picture of our world. 

At first glance, the ability to read the thoughts of all people and predchuvstvovat future disaster would be extremely helpful in the fight against terrorists and other risks. But here we are again seeing a means instant impact on all people, and also for Wednesday samorazmnozhayuschihsya sites - that is the basic tool for the creation of new weapons ship days. Consequently, the opening of telepathy not make our world safer, as well as create new spaces for the struggle "sword and shield" with unpredictable consequences. Foresight also may create a situation of strategic instability, the type samosbyvayuschihsya prophecies. An example of such instability is shown in the movie "Minority Report" with the ability to predict the intentions of another state leads to war. Especially if it, too, would have the prophet, then emerged to positive feedback. With predictions, there is also the problem of feedback loops in the spirit of "back to the past and kill his grandfather," meaning that that prediction, or inevitable, or is not a prediction. 

A more profound effect discoveries in the field of parapsychology would radically change the picture of peace. Such a change would be that the role of the subject in the cosmos would be enhanced significantly, and the role of the objective world declined. Needless to say, this kind of discovery is closely meshed with the predictions of various religious teachings. It may be that in this case the problem of loss of mankind would greatly transformed since changed to the actual content of the terms "loss" and "humanity". But even if we opened "Lord" is not promised to us "save humanity" in its current form, because, as already mentioned, in many religions, and a welcome-apocalypse. 

One popular way for the salvation of the world are collective meditation group, which organized in a certain period of time across the globe. There was no apparent benefit or harm from this, it was not recorded. 

An interesting form changes the picture of peace could be consistent solipsism, that is the perception that only ya-seychas really exist, and the world is a reflection of a certain form of my conscience. Many exercises in the New Age style implicitly share this picture of the world, claiming that "all of your desires are marketed", "Universe hears you." Then the way to preserve peace would stay in a positive steady state, which would be reflected in the outside. However, because there are attacks each hatred of yourself and others, then, if the system worked exactly, the world would be a subjective and even death would be even sooner. If, however, suggest that there is a reasonable filter my desires, we came back to the picture of peace with God, where the final decision on the destruction and the creation of the world remains for him, but because God is outside the world, it is neither a final disaster, or global. However, it is possible that the situation is much more complex than imagined allows human theology, and thus resolved all the contradictions. 

3. Alternative physical theory. There is always a huge amount anti Einstein, but even within it is generally accepted physics, developed by professional scholars, just theories, which may significantly change our view of the world in the matter of global catastrophes. 

First is the variety of theories, which predict a new space in which to grow the risks, new physical effects promising new weapons, as well as describing the various alternative scenarios of natural disasters. But this can be attributed to the section "Discovery".
Then there are a number of theories, which suggest replacing full picture of peace. Among them should be allocated concept Multversa Everett, as well as a number of other theories (such as cosmological chaotic inflation), which suggest infinity existing worlds. In any case, these theories independently of each other, mean that there are all possible options for the future. In this case, the final global catastrophe becomes impossible event, as always the world where it has not occurred. See article details Higgo J. "Does immortality mnogomirnaya interpretation of quantum mechanics." 

However, this does not mean that we are guaranteed prosperity. In other words, if proved neunichtozhimost observer, it follows that there should be a sort of supporting its civilization, but rather one of the bunkers with all facilities, not prosperous humanity. 

Furthermore, attention should be paid to other theories, completely changed the picture of the world-for example, the idea of holographic universe. Often different alternativschiki try to attract attention by showing how open their new effects can lead to a variety of disasters. And although most people correctly recognize such statements as self might have to pay a little more attention to them, as in one case per thousand of them may be your truth. 

An important theme is that as we approach the time Singulyarnosti all factors that have at least some significance for mankind, must play their part. 

Another of these factors, awaiting scientific explanation, is a philosophical problem of "kvaliyah" (qualia) - ie qualitative nature of individual experiences, such green and red, and those related to the logical paradox. The problem Kwalia recalls in a new form of dualism psychophysical problem because imply that there is something on the one hand, accessible to the subjective perception, and on the other, missing in the physical world, and raises the question of how these two levels of reality interact. 

4. Assumptions that we live in the "Matrix". Many religious naukoobraznymi concept can be done by entering the assumption that we live in a world simulirovannom may set up some sort of force inside sverhkompyutera sverhtsivilizatsii. The likelihood of such a situation we will discuss in chapter "All may not be so bad." To refute the fact that we live in the matrix, it is impossible, but it could prove if, in our world there have been some incredible miracles that are incompatible with any physical laws (for example, in the sky would become an inscription of supernova stars). 

But there is the concept that a global catastrophe could happen if owners of this simulation suddenly switch off its (Bostrom). It is possible to show that in this case, the effect of the arguments outlined in the article by J. Higgo of quantum immortality. Namely, if we live in a Matrix, it is probably only in the event that their lot is very big. That makes it probable existence of a large number of simulated quite the same. The destruction of one of the copies had no bearing on the course of simulation itself, as well as the burning of a copy of the novel "War and Peace" has no impact on the attitudes of the characters. (They no arguments about the soul, the sense of continuity and other factors nekopiruemyh not working as well as usual, it is anticipated that "identity" in the simulation at all possible.) 

Consequently, no threat to switch off the full simulation is not. However, if we still live in a simulation, the simulation can be masters of AAHC us some unlikely natural problem, simply to count our behavior in a crisis. For example, to explore how civilization behave in the event of an eruption sverhvulkanov. (A sverhtsivilizatsiya any will be interested in proschityvanii different versions of its previous development, for example, to assess the frequency of incidence of civilizations in the universe.) At the same time, it can be assumed that the extreme events will be more salient become modeling objects, especially when the development could completely stop, a global risks. (And we just live in the vicinity of such an event, which in bayesovoy logic, increases the probability of the hypothesis that we live in a simulation.) In other words, the simulation will be much more likely to meet the global risk situations. (Similarly, in the film shows a much more bombings than we see them in reality.) Therefore, it increases our chances confronted with a situation close to a global catastrophe. In doing so, because the global catastrophe in the world simulation is not possible, because there will always be simulation, "where the main characters do not die", the most likely scenario would be a handful of people survive very long after the disaster. 

The concept of "Kwalia" seriously attacked the theory of simulation, because simulate Kwalia sense theory on the computer is not. (But perhaps it is possible to create conditions for their appearance in modeling processes on the quantum computer.) 

Kwalia themselves have some "immortality" because they did not change the green - or is, or not. But "immortality" Kwalia is not the continuation of the peace to which we are accustomed. This is rather similar to immortality atoms, which comprise the human body, as the amount of atoms people died, but no one was injured atom. Also, the Earth and the deaths may have no influence on what will be somewhere once living creatures with the same Kwalia. 

At the moment, the most important issue in Kwalia that their existence tells us incomplete picture of the world, which we have, in the same way as the problem of black body radiation apparently referred to the incomplete picture of the world of classical physics. 

The global disaster and the device society. 

If disaster has occurred, it could destroy any society, so the device is important for society to phase when it comes to the prevention of global catastrophes. What society can best prevent global catastrophe: 

1. This is a society that has one and only one control center with high power and authority. However, it must be something feedback that did not allow him to become a self-sufficient and selfish dictatorship. In doing so, it must have the self such that it could not be, and if there, would immediately revealed any dangerous behavior or phenomenon. (An example of such a society could be united team of the ship.) 

2. The vast majority of people should be aware and take and a goal of this society, that is a "high moral standard". 

3. This is a society that aims to survive in the long historical perspective. 

4. This is a society led by people wise enough to properly take into account the risks that may arise through the years and decades. Accordingly, in this society, people are holistic education, providing basic and widespread, but not a superficial vision of the world. 

5. This is a society which reduced the maximum number of conflicts, the participants who may want to use the weapons ship days. 

6. This society may exercise sufficiently strict control of all groups who can create global risks. However, this should not control himself, a certain way, become an instrument for the establishment of risk. 

7. This society must be prepared to quickly and effectively to take adequate measures against any global risk. 

8. This society must invest considerable resources in the creation of all sorts of bunkers, space settlements, etc. In fact, this society should consider their survival as a primary task for a period of time. 

9. This society must be realized to create new technology in the correct order in specially designated areas. It must be prepared to forgo even of a very interesting technology, if unable to accurately monitor, or at least a measure of risk. 

10. This society must be without World War, as well as the risks outweigh it in favor of such a society. 

In doing so, I am not discussing this society in terms of "democratic" market "," communist "," totalitarian "and others - I think that those terms apply to the twentieth-century society, but not XXI century. It is clear that modern society very far from all these parameters are able to survive society. 

1. On Earth, there is no single, widely accepted authoritative center of power, but there are many willing to fight for it. Feedback in the form of elections and freedom of speech too subtle to really influence the decision. 

2. Most people act in their own interest or the interest of their teams, even if it is in words of common interest. People very much, and it is the percentage of those who are not against, or even seek to destroy everything in sight. Also competing are distributed within society Meme, which vzaimoisklyuchayut each other: all sorts of nationalism, Islamism, antiglobalism, cynicism. (Under the cynicism, I mean the amount fairly widespread belief: all-shit, money rule the world, doing everything for himself, miracles do not occur, the future does not matter, "People havaet"). 

3. Modern society is much more set to benefit in the short term than the long-term survival. 

4. From the leaders of action, it is hard to believe that these are precisely the people who are aimed at long-term survival of the entire world. Moreover, it is because there is no clear and generally accepted picture of the risks, to be exact - is that there is not full of splendor and more significant risks (namely, the picture is where asteroids plus warming essence main risks - but even after recognition of the risk for them is not enough). While there are a significant number of people who can and want to give a clear understanding of the risks, the noise level information such that they could not hear. 

5. In a modern society, a lot of dangerous conflicts in connection with a large number of countries, parties and religious groups. It is difficult to even find them all. 

6. Even very good control in some countries meaningless as long as there is territory inaccessible control. As long as there are sovereign nations, the full total control impossible. However, in cases where there is control, it immediately begins to be used not only to combat global risks, but for the personal goals of those groups that control exercise - or, at any rate, the impression created (the war in Iraq). 

7. As long as society is divided into separate armed state, the rapid adoption of measures to limit the threat is not possible (harmonization), or could unleash nuclear war. 

8. After the cold war era building bunkers on zaglohlo. 

9. Modern society is not aware of survival as its primary objective, and those who talk about it, look marginalized. 

10. Modern technologies evolve spontaneously. There is a clear idea of who, where, why and how technology is developing, even relatively easy obnaruzhimyh nuclear industries. 

11. Although the process of unification treaty is in Europe, the rest of the world is not yet ready peaceably. (However, if some big happens, but not the final disaster, it is possible to unite in the spirit of "anti-terrorist coalition".) 

It is also important to stress that the classic totalitarian society is not a panacea for global disasters. In fact, a totalitarian society can quickly mobilize resources and to make substantial losses in order to achieve objectives. However, the main problem is that society is the opacity information, which reduces the degree of readiness and clarity of understanding current events. Examples: Stalin error beginning with the assessment of the likelihood of war. Or blindness ancient China on the prospect of military gunpowder and information technology-compass and paper, which was invented there. 

Russia and global catastrophe. 

Does any meaning to write in Russian on the global disasters, or the role of our country in them too low? I think that is, for the following reasons: 

1. Russia's technological lag is not so great as to guarantee that we can not be developed dangerous technology and created dangerous products derived from them. On the contrary, Russia has the technical potential for the development of many kinds of dangerous technologies, primarily in the field of nuclear and biological weapons. There are groups working in the field II. Vysokoenergetichnye conducted physical experiments. 

2. Russia repeatedly in the history of the world or faster in important technology developments (satellite, Gagarin), or bring them to scale limit (Tsar-bomba). Moreover, in the territory of the USSR some of the most dangerous place in the history of disaster (Chernobyl). 

3. Peculiarities of the Russian mentality and production ( "maybe", "rollback", targeting short-term profits) after the collapse of the Soviet Union led to the security has been overlooked. G. Malinetsky in their books and reports, paints a picture of distress in the prevention of technological catastrophes in Russia. Global catastrophe attract even less attention. 

4. Information isolation. Information on the risks associated with the West created by new technology penetrates more slowly than the technology itself, and the vast majority of the literature on the topic of global risks. 

5. The absence of strict control allows a large number of illegal developers ( "Russian hackers"), which can be especially dangerous in the area of biotechnology. 

6. Russia inherited a powerful geopolitical contradictions and inferiority complex from the collapse of the USSR, which could contribute to the implementation of hazardous projects. 

7. Publications in Russian could have a positive impact on science and foreign public opinion, "adding" information-rich environment of global risks. The unique art of Russian researchers can contribute to the common cause of saving the world. The Russian-speaking literature will be available and in the CIS countries. Furthermore, translations into Russian the status of foreign authors increase. Many Russian students in the future will be to study or work in foreign institutions, deferring the accumulated knowledge here. And there is a class of foreign researchers, readers in Russian or Russian origin. 

8. Russia can be in circumstances where its very existence as a large part of the world, would be independent of external circumstances to it, and the rapid adoption becomes necessary, adequate solutions in a highly insufficient information. In this case, there is a need for information and people. It must be a clear understanding of governments around the nature of global risks. 

9. Latitude and the freedom philosophy, I hope, inherent thinkers in Russia, may provide a new perspective on human issues, create new vulnerabilities and point to new ways to prevent global risks. 

10. If Russia positions itself as a great power, is developing nanotechnology is going to fly to Mars and so on, it should play a role and responsibility in ensuring the safety of all mankind. 

Much uttered about Russia here, and refers to other countries, such as India and China, where technology rapidly evolving, and the culture of risk prevention too low.
The global disaster and the current situation in the world. 

On the one hand it would seem that all of rotation of political life in the modern world has been relatively remote prevent global catastrophe, which relied primarily two: global warming and the nuclear program of Iran. I believe that the reader has visited with the text of this book, understand that although the stated problem is significant and, ultimately, may increase the chances of human extinction, in fact, our world is very far from understanding the scope and even the types of threats hanging. Despite all the talk, a global catastrophe is not perceived as something real, as opposed to the 60-nineties, when the risk of catastrophe expressly meant the need to prepare the shelter. The current state of complacency can be likened only to the pleasant, relaxing, which is said to have reigned in Pearl Harbor before the Japanese attacked. Moreover, as a global awareness of the risks falling asteroids, the exhaustion of resources and the risk of all-out nuclear war, but somehow these topics are not objects of active political debate. 

Indeed, you can discuss two topics: why choose this particular list of disasters, and as a society drawn to the list of risks, which is recognized. However, the answer to both questions one: substantive content of the discussions on threats to modern civilization is precisely in the spirit of the discussion, "but whether the boy?" Makes bomb Iran or not, and whether it is dangerous? Do the people responsible for global warming and whether to fight with him? Indeed, the process of compiling the list, and there is a process of political struggle, involving such factors as competition is the most convincing and most favorable assumptions. 

The world after global catastrophe. 

Whatever was ambitious global catastrophe, the whole universe, it does not die (unless it is the disintegration of metastable vacuum, but even in this case, remain parallel universes). Any reasonable life arise there on another planet, and the more such places, the more likely it is that life is similar to ours. In this sense, the ultimate global catastrophe impossible. But if it is a global catastrophe suffer Earth, it is possible several options. 

In accordance with the provisions of Synergy, a critical point is that there are few, a finite number of scenarios, which will take place between irreversible choice of direction. How much would all possible scenarios for global catastrophe, the number of states is much less definitive. In our case the following options: 

1. Complete destruction of the Earth and life on it. Further evolution is possible, although it may be some bacteria survived. 

2. People are extinct, but the biosphere as a whole remained, and the evolution of other species continues. Alternatively, individual mutant humans or apes gradually create a new kind of reasonable. 

3. Gray Mucus. Survived something nekrosfera "primitive" (the term of "C. Lema Nepobedimogo") from nanorobotov. It may be his evolution. Option-survived samovosproizvodyaschiesya factories for the production of large robots, but they do not have hereby II. 

4. Postapokaliptichesy world. The technological civilization collapsed, but a number of people survive. They are gathering and agriculture, man-made threats to survival factors disappeared. (However, the process of global warming may continue with the previously neglected processes and become irreversible.) Out of this scenario has the potential to transition to other scenarios, a new technology or civilization to the final extinction. 

5. Artificial intelligence supercomputers installed power over the world. People are extinct or pushed to the sidelines of history. In doing so, attention! in terms of people, this may seem like a world of universal abundance, everyone will be unlimited life and virutalny politicians in the world. But spending on entertainment system people will be minimal, as is the role of people in the management system. This process is the autonomization of rights and reduce the role of state people, it already is. Even if there sverhintellekt thanks to the improvement of individuals or their merger, it would no longer be a man-at least not from the point of view of ordinary people. His new complexity outweigh its human origins. 

6. A positive outcome-see details next chapter. People have created such supercomputers II, which manages the world, realizing the maximum potential of people and human values. This scenario is a thin, but the essential difference with the script, which leaves only the field of entertainment for people. The difference between this - as sleeping on the love and affection of this. 

Almost all of these options is sustainable or attractor track of developments, that is after passing a critical point, it begins to attract a different scenario. 

A world without a global disaster: the best realistic option prevent global catastrophe. 

Genre calls "happy" endo. If global catastrophe would be absolutely inevitable, it should not be necessary and write this book, because the only thing that remains to people in the face of imminent catastrophe is a "Starting a feast during plague." But even if the chances of disaster is very great, we can significantly delay its offensive, reducing its chances pogodovuyu. 

I (and a number of other researchers) get these chances in this rapid development of artificial intelligence systems, where it outperforms other development risks, but this development must operezhatsya growth in our understanding of the opportunities and risks II itself, and our understanding of how to properly put to him the task, that is, how to create a friendly II. And then on the basis of that Druzhestvennogo II to create a single world system of treaties among all countries in which this II will serve as the Automated System of governance. The plan assumes a smooth and peaceful transition to a truly majestic and secure future. 

And while I do not believe that this plan, and easily and flawlessly implemented, or that it is indeed likely, I believe it represents the best that we can seek and what we can achieve. Its essence can be described in the following talking points, the first two of which are essential, and the last one very desirable: 

1) Our knowledge and capacity to prevent risks will grow much faster potential risks. 

2) It is this knowledge and control, will not create new risks. 

3) The system arises peacefully and painlessly for all people. 

Indirect ways to assess the likelihood of a global catastrophe. 

The indirect ways of measuring data is not used by the very subject of the study, and various indirect sources of information, like the analogies, common patterns and upper limits. It is a question of detail Bostromom article "Threats to survival." There are several ways such an independent assessment. 

Pareto Law. 

Pareto Law dealt G. Malinetskim applied to a variety of disasters in a book, "Risk. Sustainable development. Synergetics. " Its essence is that the frequency (or rather, rank in the list) some sort of disaster linked to its magnitude is very simple law: 

- Where a parameter with a value =-0.7 for the case of victims of natural disasters. Pareto Law is an empirical question, and looks like a straight on a logarithmic graph angle, but proportionately. A typical example of Pareto Law is like saying: "With the increasing magnitude earthquake on 1 score occurs at 10 times less often." (No score a magnitude equal to the growth of energy in 32 times, and this is a law called the repeatability Gutenberga-Rihtera see Malinetsky. For large energy parameter shifts, and 1 score gains in the region of 7-9 points a reduction of frequency of 20 times, that is, if the earthquake magnitudoy7-7, 9 pts occur 18 times a year, the 8 scores every year and 9 ball every 20 years.) A feature of the law is its universality classes for different events, while the parameter value may differ. However, if the number of victims of natural disasters in the value of a performance degree is not -1 and-0.7, which significantly increases the tail of the distribution. 

We are interested in the distribution of how often in time could occur disaster, in which the death toll expected to exceed the current population of the Earth, that is, it would be about 10 billion people. If we take a Pareto Law with a =-1, that is ten times stronger event occurs ten times less often, the catastrophe from 10 billion the victims (that is guaranteed to override the Earth's population) will be approximately 500000 years. This number is the order of time the very existence of homo sapiens species. C other hand, if we take a = 0,7 (which means that ten times stronger event occurs only 5 times less frequently, as well as the assumption that the natural disaster with the number of victims more than 100000 people occur once every 10 years ), the magnitude of the disaster until all mankind will be only about 30000 years. This order of magnitude close to the time that has elapsed since the volcanic eruption Toba - 74000 years - when humanity was on the brink of extinction. We see that the brunt of the tail distribution is heavily dependent on the value of a parameter. 

However, natural disasters do not pose a significant risk in the XXI century with any reasonable values as. 

However, a much worse result we get, if this law applies to wars and terrorist acts. In doing so, Pareto Law does not take into account the exponential nature of development. In real cases, for each class of events, we have the upper border of Pareto Law applicability of the law, for example, it is assumed that there is no earthquakes with a magnitude greater than 9.5. But very many different classes of events is not limited. 

Details law exponential distribution disasters and the threat of extinction of humanity is seen heading Robin Hensena "catastrophe, the collapse of social and human extinction." He noted that the important factor is the survivability of individual variation. If these variations are large, the order to destroy all human beings until recently, much needed, several orders of magnitude more severe catastrophe than that destroys only 99%. 

The hypothesis of "Black Queen." 

Wang Valennom was found on the basis of paleontological data that the line of extinction of animal births is subject exponential law. "This form of survival lines actually mean that the average probability of extinction of some kind remains constant during his life." (AV MARKOV. 

RETURN OF IRON AND QUEEN, THE LAW OR GROWTH OF INTERMEDIATE DURATION SUSCHESTVOVANIYA RODOV IN DEVELOPMENT. Zh. Common Biology, 2000. T.61. № 4. C. 357-369. http://macroevolution.narod.ru/redqueen.htm). Since the lifetime of individual species within the Homo kind is about a million years, we can expect the same life expectancy and for people to the extent to which we are a normal biological species. Consequently, the hypothesis of the Black Queen does not mean significant risk in XXI century. 

On the other hand, at the moment we live in a period of the 6th great extinction of living species, this time caused by man-made factors, which are characterized by speed of extinction, in 1000 times superior natural. If we accept the fact that people - one of the same species, this reduces the expected time of its existence, thousands of millions of years before. 

Fermi paradox. 

Another way is not directly based on the assessment of the likelihood of Fermi paradox. Fermi paradox is the following question: "If the mind and life of ordinary phenomena in nature, why we do not see their expressions in space"? In theory, the life and mind could start somewhere for a few billion years earlier than on Earth. During this time, they could spread to hundreds of millions of light years, at least through samoreplitsiruyuschihsya space probes (probes called Von Neumann). This volume includes thousands, and perhaps of the millions of galaxies. Run wave samoreplitsiruyuschihsya interstellar probes can be in the coming 100 years. This can be mikroroboty who deposited on the planet, make missiles and send them to the universe at speeds much lower light - such devices are not even obliged to have a full-fledged universal artificial intelligence-the same make any actinias in the Earth's oceans, only smaller scale. Such a process can be started by accident, just when the next planetary exploration through samoreplitsiruyuschihsya robots. Such mikroroboty will primarily consume firm planetary material for its reproduction. They will operate the laws of natural selection and evolution, similar to those that exist in the animal world. 

However, we have not seen such robots in the solar system, if only because it has survived. Moreover, not only survived Earth, but also other solid-body satellites distant solar system planets. We have also not seen any alien radio signals, and no trace astroinzhenernoy activities. 

Hence the four possible conclusions: 

1. Sound life in the universe there is very rare, rarer than in the cube with a rib in the 100 million light years over 5 billion years or more. (Or the assessment is incorrect, and in fact, a reasonable life was possible only now and not before, and the Earth is one. But in this case, we have many competitors. There are a number of considerations that reinforce the idea that the planet with very reason rare-see chapter on the risks SETI). 

2. We are surrounded by invisible to us a reasonable life, which in some way has enabled us to develop or smodelirovala conditions of our lives. (It also includes the possibility that we live in a fully simulated world.) 

3. Sound life dies before manage to run at least a primitive impactor "wave" of the reason robotov- replikatorov, ie die in his analogue XXI century. 

4. Sound life rigidly refuses dissemination outside the home planet. This can be quite reasonable on its part, as well as space-based remote settlements impossible to control, and therefore they may come from the threat of living. (Perhaps the limits of reason enough virtual world, or he is way out in a parallel world. however, the experience of life on Earth shows that the way to the land did not stop the expansion of sea-life in all directions.) 

Because these four hypotheses on bayesovoy logic, have equal rights to obtain additional information, we can assign each subjective reliability in 1 / 4. In other words, the Fermi paradox with certainty of 25 percent implies that we vymrem in the XXI century. While subjective probability is not objective probability that we would have had, having fully informed, our loneliness of space is a disturbing fact. (On the other hand, if we are not alone, it would be too disturbing fact, in light of the risks that will create confrontation with the alien civilization. however, it tells us that at least some of civilization can survive.) 

"Doomsday argument". Gotta formula. 

Another way to estimate the probability of loss of humanity is quite specific and annex the disputed probability theory called Doomsday argument (DA), or Discourse on Kontse light. In early 1980 DA was independently, and in different ways opened several researchers. The main article on this subject was published in the leading science journal Nature in section hypotheses. DA relies on the so-called postulate Copernicus, who said that the ordinary observer is likely in normal circumstances - that is, the ordinary world, that of a normal star, in normal galaxy. He works for the most simple things: he said it was unlikely that you were born at midnight on January 1, or that you can hardly live at the North Pole. While the Copernican principle seems almost self-evident and tavtologichnym, it can be expressed in mathematical form. Namely, it allows probabilistic assessment of how much time it would continue a process based on how much time he had already ongoing. There are two main forms of this is a direct mathematical predictions, which calculated the probability of a direct, called Gott formula, and indirect, put forward by Carter and Dzh.Lesli, which are calculated bayesovy amendments to the a priori probability. The two cases are tried immediately applied to calculate your life expectancy of mankind. The volume of the debate on the issue of several dozen articles, and many seemingly obvious denials are not working. I encourage the reader to turn to the of articles N. Bostrom where part dealt with arguments, as well as book and article Dzh.Lesli and Cave.
The main debate around whether it was possible to use any of the last time the existence of the facility to predict its future existence of time, and if so, can I use the data to predict the future number of people and time to "end of the world". In doing so, in both cases, it turns out that the resulting assessment of the future existence of mankind painful time. 

Consider first Gotta formula. The essence of its underlying reasoning is that if we are seeing some random event in continuous time, it is likely that we will fall in the middle period of its existence, and are unlikely to arrive in the area very close to the beginning or the end. Conclusion Gotta formula can be found in Article Cave. Here's the formula itself. 

                                                         (2) 

Where T-age system at the time of observation, t-expected time of its existence, and the f-selected level of confidence. For example, if f = 0.5, with the likelihood of 50% of the system will cease to exist in the period from 1 / 3 to 3 of its current age now. When f = 0.95 system prosuschestvuet with probability 95% of 0.0256 to 39 current ages. 

Formula Gotta finds expression in the human intuition when, for example, we believe that if a house prostoyal year, it is very unlikely he collapsed in a few seconds. This example shows that we can make comments on the probability of unique events, not knowing anything about the actual distribution of probabilities. Most attempts to rebut Gotta based on a formula that gives Counterexample in which she allegedly did not work, but in these cases, violated the principle that the object seen in the occasional moment. For example, if you take infants or very old dogs, the formula Gotta would not predict the duration of their life expectancy, but young or old dogs than there are people, or dogs, made at random times. 

В отношении будущего человеческой цивилизации формула Готта применяется не к времени, а к рангу рождения, поскольку население менялось неравномерно, и более вероятно оказаться в период с высокой плотностью населения. It is anticipated that we born, made the act of observing our civilization in a casual moment. In doing so, we learned that the entire history of mankind, it was only about 100 billion people. That means that we are likely to hit the mid-legs, and means that very unlikely (with less than 0.1% probability), the total number of people will be 100 trillion. This means that the chance that the human race spread throughout the galaxy over many thousands of years, are also small. 

However, it also follows that unlikely that we live births in the last billion people, and therefore we have a likely have several hundred years before the end of the world, given the expected population of the Earth at 10 billion people. For the XXI century, the likelihood of the death of civilization, based on the formula Gotta is 15-30 per cent, depending on the number of people who will live at this time. Strangely enough, this will coincide with the previous estimate, based on the Fermi paradox. 

Discourse on the end Kartera-Lesli light. 

Leslie speaks several other way, applying Bayesovu logic. Bayesovaya logic is based on Bayes' formula, which links aposteriornuyu likelihood of some sort of a priori hypotheses with its probability and the likelihood of a new portion of the information that is evidence that we have received in support of this hypothesis. (I recommend this place to refer to the translated articles by me on Doomsday Argument because I can not describe here all the issues in detail.) 

Leslie writes: Suppose there are two hypotheses about how much will all of Neanderthal people to "end of the world": 

1st hypothesis: total will be 200 billion people. (That is the end of light come in the near future millennium, as well as the whole of the Earth have already lived 100 billion people.) 

2nd hypothesis: total will be 200 trillion. the people (ie people zaselyat Galaxy). 

And let's say the probability of each of the outcomes is equal to 50% in terms of a kind of abstract space observer. (Leslie This assumes that we live in a deterministic world, that is, and although we do not know, but that the likelihood is firmly determined by characteristics of our civilization.) Now, if applied Bayes' theorem and modify that a priori probability, given the fact that we find ourselves so early, that is among the top 200 billion people shift we get a priori probability that a thousand times (the difference between billions and trillions). It is likely that we are caught in a civilization, which is destined to die early on, was 99.95%. 

Illustrate example of this life. For example, in a neighboring room sits a man who with equal probability or reading a book or article. The book-1000 pages, and article 10 pages. In the occasional time I ask this man what page number, which he reads. If the page number more than 10, I can clearly conclude that he is reading a book, and if the page number below 10, whereas here we have a case in which I can use Bayes' theorem. 

Number below 10 might get in two cases: 

A) The man is reading a book, but is in its early, the likelihood of that - 1% of all cases in which he reads the book. 

B) A person reading the article, and there is equal probability of this unit of all cases in which he reads the article. 

In other words, out of 101 cases, where the page number may be less than 10, in 100 cases, it will be because people reading the article. A means that the likelihood that he reads the article, after we receive more information about the page numbers became 99%. 

Property listed discourse is that it dramatically increases even very small probability of extinction in the XXI century. For example, if it is equal to 1% in terms of some kind of external observer, then for us, once we found ourselves in the world before this event, it can be 99.9 percent. (On the assumption that in the galactic civilization will be 200 trillion people.) 

This suggests that, despite the complexity and abstract data for understanding discourse, we need to pay equal attention to the attempts to prove or disprove reasoning Kartera-Lesli than we spend on the prevention of nuclear war. 

Many scientists are trying to prove or disprove the argument Kartera-Lesli, and the literature on the subject is vast. And while I think it is quite convincing, I do not pretend that this argument has proven definitively. I recommend that everyone who seems apparent falsity of the above considerations, refer to the literature on this topic, which examined in detail the various arguments and counter. 

Consider a few more comments, which are working for and against Kartera-Lesli argument. A major drawback of DA Karteru-Lesli is that the future survival time of people depends on how we choose the number of people in "long" civilization. For example, when the probability of extinction in the XXI century of 1% and in the future, the number of people in a long civilization in 200 trillion happening enhancement factor of 1000, that is, we have 99.9 per cent of extinction in the XXI century. If you use logarithmic scale, it gives "half" in 10 years. But if we take the number of people in a long civilization in 200 kvintilonov, it will give a chance to one millionth of extinction in the XXI century, that is, 2 ** 20 degrees, and the expected "period" polraspada only 5 years. Well, it turns out that by choosing an arbitrary value of the long-time survival of civilization, we can get arbitrarily short time, the expected extinction short civilization. However, our civilization has existed before our eyes more than 5 or 10 years. 

To accommodate this difference, we can remember that the more people in a long civilization, the less likely it is that the formula Gotta. In other words, the probability that a civilization perhaps sooner-high. However, apparently reasoning Kartera-Lesli further increases this likelihood. But difficult to say whether correctly apply the reasoning Kartera-Lesli Gotta along with the formula because they have may happen that the same information is reviewed twice. This issue needs further research. 

Original Kartera-Lesli reasoning contains a number of other logical punctured, which were compiled Bostromom in their articles, and the main of them relates to the choice of the reference class, as well as doubts that the sample is truly random. The volume of discourse on this subject is so great and complex that we are here only briefly ochertim these objections. 

The problem lies in the reference class of choice, it is we who must take the people to which this reasoning. If we take the animals instead of people endowed with brains, they would be a thousand trillion in the past, and we can expect a similar number in the future. I see a solution to the reference class that, depending on what we choose the reference class, the appropriate event to be considered as the end of its existence. That is, each class referenetnomu corresponds to the end of its "light". For example, the fact that in the future it would only be a few more hundreds of billions of people, does not prevent the fact that in the future will be even thousands of trillions of beings endowed with brains. 

The second error in logical reasoning Kartera-Lesli is random sampling. The fact is that if I were born before the twentieth century, I would have never learned of the reasoning Kartera-Lesli and would never have to wonder about its applicability. In other words, there is a sentinel effect of selection is not all observers equivalent. Therefore, in reality Kartera-Lesli reasoning can be applied only to those observers who know about it. 

But it dramatically worsens our chances of survival, given DA. Indeed DA known only 80 years of the twentieth century, that is 27 years. (Indeed, at the beginning it was known only to a narrow group of people. That is, those 27 years boldly years can be reduced to 20.) To take those 27 years, and apply them Gotta formula, we receive 50 per cent probability of death in the interval of 9 to 81 years from now, which means about a 50 per cent for the XXI century. Strangely enough, this assessment is not far from the previous two. 

You can make a judgment and differently. Consider the period of time in which there are global risks. In doing so, as a starting point take in 1945, but as a casual observation point - the moment when I learned about the possibility of nuclear war, as a global risk-1979 year. (As a continuing event here, we see the beginning of the period of risk until the end of it.) So, at the time of the accidental observation that the risk already existed for 30 years. The formula gives Gotta interval 50% for the chance to realize the risk from 10 to 90 years (from 1980 onwards). The fact that the event has not yet happened, making some shift in the assessment, but nonetheless, we can say that these 50 per cent are still active for the remainder of the period in 90 years, since 1980, until in 2070 . In other words, the chances of ending the situation of the global risk of more than 50 percent in the XXI century. Again approximately the same results. Termination of this can be as implementation risk, and a shift in some other bezriskovoe state, as long as it is not possible to say anything. If take into account that in reality, the density has risen in the risk period from 1945 to the 70's, it is much worse our assessment. 

The analogy with the man. 

Another way to assess the risk of global analogy can be. It is obvious that our civilization is becoming increasingly difficult. And she begins to approach the complexity of a living organism single. Hence, it applied the same understanding of the distribution and density of the risks for a living organism. Further, our civilization is much more concerned about the survival of a human being than about myself as a whole. Its survival is hardly better than a single human survival. The average life expectancy of modern man about 80 years. The average age of people on earth-25 years. So, the expected average length of the balance of human life-55 years. If we agree that the strength of modern civilization is less than or equal to the human strength, the same is the average expectation of the survival of our civilization. This, again, provides over 50 per cent of extinction in the XXI century. 

Effect observation breeding. Reasoning Bostroma-Tegmarka method for global disaster. 

Effect breeding observation is that we do not know what the chances of survival of our civilization in the period from 1945 to 2007 years. Maybe in nine out of ten "parallel worlds" have not. Accordingly, as a result, we can underestimate the global risks. See more my article "Natural disasters and antropny principle." 

If the intensity changes in the number of observers would be very high, it would provide "prizhimayuschee" effect on the date in which we found ourselves - that is, we would have likely found themselves at an early stage. See details and Tegmarka Bostroma article, which suggested the exact calculations for a particular case. If the probability of extinction risk would be 90 per cent per annum, then I most likely would not have lived in 2007, and in 1946. The fact that I am still alive in 2007, gives a certain ceiling (with a degree of certainty given) at the rate of extinction. Namely: 

5 year period "half" can be excluded from some probability 99,9 (as 50 years have passed 10 cycles of 5 years and 2 at 10 degrees is 1024. ie, in 50 years survived only one thousandth of planets.)
25 years with a probability of 75 per cent; 

50 years - with a probability of 50 percent. 

100 years - not more than 25 per cent. 

So, can be fairly reliably exclude half times "civilization" less than 50 years. However, large, we can not exclude. This of course does not mean that the real period of "half" is the 50 years, but in terms of the precautionary principle, it must be assumed that it is. That would mean half our chances to reach XXII century around 25 per cent. 

Conclusions: Different methods of indirect discourse independent assessment of the likelihood of loss gave civilization in the XXI century in the tens of percent. This should not reassure us in the sense that it is as if we guarantee the survival of tens of percent. Because, given the uncertainty of such discourse, the events category E1, which, as we suggested at the beginning, means the risks of 1 to 100%. 

Discourse on Simulyatsii. 

Nick Bostrom has developed the following logical theorem, called on Simulyatsii considerations. 

Based on current trends in the development of microelectronics, it seems quite likely that, sooner or later, people will create sustaining artificial intelligence. Nanotechnology promise to limit density processor trillion pieces per gram of material (carbon), with a capacity of about 10 ** 20 flops. Plus nanotechnology will allow to make deposits of hard coal in such a device. This offers the prospect of turning the whole Earth "kompyutronium" is one of great computing device. It is obvious that this computing power could create detailed simulation of the human past. The power of such a device is estimated at 10 ** 40 operations per second. (What corresponds to transform million cubic kilometers in kompyutronium substance, which cover the entire Earth's layer of 2 meters.) Use all solids in the solar system will provide about 10 ** 50 flops. As the simulation for a single person must be no more than 10 ** 15 flops (This number is based on the number of neurons and synapses in the brain, and their frequency switching), it will provide an opportunity to simulate the same time 10 ** 35 people, or 10 ** 25 civilizations such as ours, with the same speed our development. Hardly kompyutronium send all their resources on people incentives, but even if it is to allocate one millionth effort, it will still be about 10 ** 19 human civilizations. So, even if only one of a million breeds kompyutronium civilizations, the kompyutorium generates about 10 ** 19 civilizations, that is, for every real civilization accounts for 10 ** 13 virtual. 

Nick Bostrom It concludes that one of the three true: 

1) Or die, and our civilization will not create kompyutorium. 

2) Or kompyutorium will be absolutely no interest in modeling their past. 

3) Or, we are already inside to simulate kompyutoriume. 

This paragraph 2 can be excluded from consideration, because there are reasons why kompyutoriumu will wonder what exactly the circumstances of its occurrence, but there is no such a universal cause, which could act on every kompyutoriumy, not allowing them to simulate its past. The reason for their interest in the past can be many, few mention is the calculation of the probability of occurrence to evaluate other sverhtsivilizatsy density in the universe or entertain people or certain other creatures. 

In this case, considerations of the simulation is to acute alternative: "Either we live in a world that is doomed to die, or we are living in a computer simulation." 

However, the loss of peace in this reasoning does not mean extinction of all human beings-it only means guaranteed stop progress before kompyutorium be established. Its security does not only mean that it will happen on Earth, but on all the other planets possible. That is, it means that there is a universal law that prevents the vast majority of civilizations create kompyutorium. Perhaps this is happening just because kompyutorium impossible, or because the simulation of human consciousness it is not possible. But perhaps that is because no civilization can not reach the level kompyutoriuma because faced with a kind of intractable contradictions, and forced or die, or backward ago. These contradictions must be universal, not only to be linked, say, with atomic weapons, because then civilization on the planet, in which no bark uranium will be able to grow steadily. An example of such contradictions can be a universal theory of chaos, which makes the system above a certain level of complexity fundamentally unstable. 

Well-known objection to evaluate the simulation is based on the fact that reality simulation is not necessarily a copy of what was in the past. (See review and evaluate the objections simulation D. Medvedev in the article "Do we live in speculation Nika Bostroma?") And if we are in the world designed, it does not allow us to draw conclusions about what the real world. How, for example, could not monster of a computer game device guess the real world of people. However, what we do not know what the world outside the simulation does not prevent us know that we still are in the simulation. It is important to distinguish between two meaning of the word "simulation" as a computer model, and how the fact that this model recalls some historical event from the past. It can be assumed that most of simulation is not accurate copies of past, and a large proportion of pure no bearing on the past, a civilization that created them then. Also, in most of the literature is not a historical novels novels, historical novels, and even not exactly coincide with the past. 

If we are inside the simulation, we endanger all the same risks of death, and that can happen in reality, plus intervention by the authors pretend that we can AAHC zadachki some "difficult" or we explore some extreme regimes, or simply fun for our by way we fun, viewing films about asteroids fall. Finally, the simulation can be just suddenly shut off. (There may be a limit simulation resource, so authors can simply pretend not allow us to create sophisticated computers so that we can run our simulation.) 

So, if we are in the simulation, it only increases the risks hanging over us, and creates a new, but there is a chance to save the surprise of the authors simulation. 

If we are not in the simulation, the big chance that any civilization because disasters do not reach the level of creating kompyutoriuma that we can by the end of XXI century. That means high probability of some global catastrophe, which did not permit us to reach that level. 

It turns out that the reasoning of the simulation is acting in a way that both his alternative aggravate our chances of survival in the XXI century, that is, its net contribution is negative, regardless of how we assess the chances of one of the two alternatives. (My view is that the probability that we are in the simulation, is higher than the probability that we have a real civilization, which is destined to die, and many orders of magnitude.) 

Interestingly recurring pattern: an alternative to the SETI also has a negative - if they netto-effekt next, we are in danger, if they are not, then we are at risk, too, because it means that some factors prevented them develop. 

Integration of various indirect estimates. 

All of the proximity evaluation performed independently of one another, though some offer the same disappointing results and made up that high likelihood of human extinction. But because these considerations relate to the same reality, there is a desire to join them in a more coherent picture. Discourse on the simulation Bostroma there is logically separated from the end of the discourse light Kartera-Lesli (which remains to be linked to the formula Gotta), and consequently there is a temptation to "marry". Such an attempt at the "Doomsday Simulation Argument". They, in turn connect with interesting quantum immortality, in the spirit of Higgo and to the influence of observation selection effect. 

I believe that the essence of this integration should be that we find out what other considerations overlap, that is, which of them are stronger. (This, it is possible that subsequent studies will be able to give a more accurate picture of integration, and all the individual svedut assumptions to the same formula.) 

I see an arrangement yield utterances (stronger approval abolishing weaker, top). In doing so, I do not mean that they are all true. 

a. Qualitative theory of consciousness, based on the notion of Kwalia. If it is correct, then the remaining considerations are not working or are in need of significant re-evaluated. Theories about Kwalia did not yet exist, there are only a few logical paradoxes, associated with. But apparently on the theory Kwalia can exclude a plurality of worlds and the linearity of time. Because of this, such a theory, whether it is established and proven, would make illegal any of the following considerations. 

b. Discourse on immortality Higgo, based on the idea of the plurality of worlds. In this case, there is always a world where I, and part of Earth's civilization, not died. This theory does not depend on whether I find in simulation or not, so its findings are not dependent on considerations of simulation fidelity. Discourse on immortality Higgo is very strong, because it did not rely on either end of the world nor of the fact whether we are or not in the simulation. Immortality on the personal end Higgo makes it impossible to light. Neither owner simulation can never affect the discourse Higgo, because there is always an infinite number of other simulated and real worlds, in harmony with the accuracy of this date, time, but having it different future. But Higgo reasoning based on "self sampling assumption '- that is, the idea that I was one of the many copies of its copies-and on the same idea based and all subsequent discourse-argument simulation, the formula Gotta, the discourse on the end of light Kartera-Lesli. Any attempt to refute immortality Higgo, based on the impossibility of considering itself as one of the many copies of their copies at the same time and refute all these considerations. 

c. The argument Bostroma simulation. He also works on the assumption plurality of worlds, while subsequent considerations do not take into account this fact. Moreover, if we really are in the simulation, we are not seeing the world with random point in time, because simulation rather will be tied to the era of historically interesting. Finally, the discussion in the spirit of possible DA require continuous numbering of the people or the time that in the case of a multitude of simulation is not working. Therefore, any form of DA lose force if discourse on the true simulation. Discourse on the simulation stronger discourse about the end of the light and Kartera-Lesli Gotta formula because it works, regardless of how many more lives will be in our real world. Moreover, it has blurred the notion of the number of people and what is the real world, since unclear whether we should take into account the future of people from other simulation as real. It was also whether each simulation trick to the whole world from start to finish, or just a segment of its existence only for a few people. 

d. Gotta formula. Gotta tested formula works on the events, not related to changes in the number of observers, for instance, with regard to radioactive decay, demolition of the Berlin Wall date, predicting the length of human life, etc. However, it gives a much more mild assessment of the duration of future existence of mankind than argument Kartera-Lesli. Gotta formula is more simple and direct instrument for the assessment of the future than Kartera-Lesli reasoning. At least because the formula Gotta gives specific numerical evaluation and judgment Kartera-Lesli only gives the probability of an amendment to the original. Further, the formula is applicable to any Gotta reference classes, as well as to any class, it is required to evaluate at the end of the class name. A reasoning Kartera-Lesli it usually refers to the death of the observer, and must be adapted to situations in which the observer is not dying. The question of whether to apply the amendments given considerations Kartera-Lesli to estimates issued by the formula Gotta requires further study. 

e. Kartera-Lesli argument. Kartera-Lesli essential argument is not the existence of other civilizations, other than the Earth. Moreover, it is very difficult to envision a real experiment, which could be verified because of this reasoning. A mental experiments are working with certain reservations. 

f. Fermi paradox is at the bottom of this table, too, because the discourse of simulation clearly abolishes its significance: the simulation density can be any of civilizations, as well as the risk of their aggression, depending on the whim of the owners of simulation.
All that has been said here about the indirect ways to measure is on the verge of demonstrable and hypothetical. Therefore, I suggest not to take at face value the conclusion made, but not to drop them. Unfortunately, studies indirect way of assessing the likelihood of a global catastrophe may shed light on our expected future, but did not give the keys to changing it. 

Conclusion. 

Much easier to come scenarios of global catastrophe, as it means avoidance. This suggests that the probability of a global catastrophe is very high. Meanwhile, all described scenarios can be realized in the XXI century. Nick Bostrom assesses the likelihood of a global disaster as "not less than 25 per cent". Sir Martin Rice, in 30 per cent (to 500 next year). In my subjective opinion, it is 50 per cent. In doing so, the likelihood of its pogodovaya more 1 percent and growing. The peak of this growth will be in the first half of XXI century. Consequently, a lot depends on us now. 

However, to predict a specific scenario at the moment is not realistic, because it depends on many unknown and random factors. However, a growing number of publications on the topic of global disasters, compiled dossiers on risks in the next few years, these ideas will begin to penetrate and to the authorities of all countries. (Russia announced a program for the development of nanotechnology. means that the defense has already shown their value and the possibility of creating understandable "gray mucus.") Understand the gravity of the risks should sploit all people, for a transitional period, so that they can unite in the face of a common threat. 

A. Turchin 
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